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ABSTRACT

Laboratory and Balloon Flight Performance
of the Liquid Xenon Gamma Ray Imaging

Telescope (LXeGRIT)

Alessandro Curioni

This thesis presents the laboratory calibration and in-flight performance
of the liquid xenon γ-ray imaging telescope (LXeGRIT). LXeGRIT is the
prototype of a novel concept of Compton telescope, based on a liquid xenon
time projection chamber (LXeTPC), developed through several years by Prof.
Aprile and collaborators at Columbia. When I joined the collaboration in
Spring 1999, LXeGRIT was getting ready for a balloon borne experiment
with the goal of performing the key measurement of the background at bal-
loon altitude. After the 1999 balloon flight, a good deal of work was devoted
to a thorough calibration of LXeGRIT, both through several tests in the lab-
oratory and through improving the analysis software and developing Monte
Carlo simulations. After substantial advancements in our understanding of
the detector performance, LXeGRIT was improved and calibrated before a
long duration balloon campaign in the Fall of 2000. Data gathered in this
flight have allowed a detailed study of the background at balloon altitude
and of the sensitivity to celestial γ-ray sources, the focus of the second part
of my thesis. As this dissertation is intended to show, “the LXeGRIT phase”
- defined as the prototype work, the experimental demonstration of the LX-
eTPC concept as a Compton telescope, the measurement of the background
and of the detection sensitivity - has been now successfully completed. We
are now ready for future implementations of the LXeTPC technology for as-
trophysics observations. The detailed calibration of LXeGRIT, both as an
imaging calorimeter and as a Compton telescope is described in Chapters 2, 3
and 4. In Chapter 5 more details are given of LXeGRIT as a balloon borne
instrument and its flight performance in year 2000. The measurement of the
background at balloon altitude, based on the data collected in year 2000, is
presented in Chapter 6 and the sensitivity of the instrument is derived in



Chapter 7. An overview of future developments for the LXeTPC technology
in the field of γ-ray astronomy is given in Chapter 8. The main results from
the 1999 balloon flight are summarized in Appendix A.
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Chapter 1

Introduction

1.1 MeV γ-ray astronomy

The energy range covered by MeV γ-ray astronomy is conventionally defined
to lay between 0.511 MeV, i.e. the rest mass of the electron, and 70 MeV,
i.e. the energy of each of the two photons from the decay at rest of the π0

1 MeV γ-rays are rarely thermal radiation, since it would require temper-
atures of about 109 K 2. More often they are emitted by charged particles
accelerated in strong electric fields, by up-scattering of low energy photons
through collisions with energetic particles (inverse Compton scattering), nu-
clear transitions and annihilation of e+-e− pairs which gives two 0.511 MeV
photons. The next two sections outline some of the more common astrophys-
ical sources of γ-ray photons (Sec. 1.1.1) and how they are possibly observed
(Sec. 1.1.2).

1.1.1 Phenomenology

A fair idea of the objects observed so far in the MeV sky is given in Table 1.1,
which has been adapted from the first COMPTEL catalogue (Ref. (84)). As
can be seen, the possible sources of MeV γ-rays are classified as:

i. Spin-Down Pulsars

1A thorough and updated introduction to the field of MeV γ-ray astronomy can be
found, for example, in the book V. Schönfelder (ed.) “The Universe in Gamma Rays”
(86), to which I largely refer throughout the present chapter.

2The core of the Sun is at a temperature of ∼107 K, i.e. keV thermal energy.
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ii. Stellar Black Hole Candidates

iii. Supernova Remnants

iv. Active Galactic Nuclei (AGN)

v. Unidentified Sources

vi. Gamma-Ray Line Sources

vii. Gamma-Ray Burst Sources

To this list, one should add the study of solar flares, classical novae (still
undetected in the MeV), continuum interstellar and cosmic γ-radiation and
all-sky maps of specific γ-ray lines (the most significant completed so far
being for the 1.809 MeV 26Al line. See Fig. 1.1). Some of the γ-ray line
measurements have been supplemented with more spectroscopy-oriented ob-
servations which combine good energy resolution and a generally poor imag-
ing capability. Gamma ray bursts (GRBs) are easily the topic which has
drawn the most attention and excitement in the scientific community, but
GRBs have so far been somewhat peripheral to our definition of MeV γ-ray
astronomy.

Arguably the most striking features in Table 1.1 is the small number of
sources: only 32 steady sources and 31 γ-ray bursters were detected after
about 5 years of observation. Given the meager number of objects detected
in each category, it is very likely that we are seeing only the most favorable
objects - i.e. objects uncommonly bright in the MeV - instead of the “typical”
ones.

Neutron stars and spin-down pulsars

Historically, the first pulsar was discovered by Jocelyn Bell in 1967 using
radio telescope observations and the result was published in Ref. (52) in
1968. It was soon interpreted (Refs. (75) and (48)) as generated by a rotating
magnetized neutron star. Now the Princeton catalogue of radio pulsars 3

contains 706 pulsars.
Neutron stars are believed to be the final stable configuration reached by

massive stars, with stellar mass ranging between 1.44M�, the Chandrasekhar

3http://pulsar.princeton.edu/pulsar/catalog.shtml
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Type of Source Number of Comments

Sources

Spin-Down Pulsars: 3 Crab, Vela, PSR B1509-58.

Stellar Black Hole 2 Cyg X-1, Nova Persei 1992 (GRO J0422+32).
Candidates:

Supernova Remnants: 1 Crab nebula.
(Continuum Emission)

Active Galactic Nuclei: 10 CTA 102, 3C 454.3, PKS 0528+134,
GRO J 0516-609, PKS 0208-512, 3C 273,
PKS 1222+216, 3C 279, Cen A, PKS 1622-297.

Unidentified Sources:

• |b| < 10◦ 4 GRO J1823-12, GROJ2228+61 (2CG 106+1.5),
GRO J0241+6119 (2CG 135+01),
Carina/Vela region (extended).

• |b| > 10◦ 5 GRO J1753+57(extended), GRO J1040+48,
GRO J1214+06,
HVC complexes M and Aarea (extended),
HVC complex C (extended).

Gamma-Ray Line Sources:

• 1.809 MeV (26Al) 3 Cygnus region(extended),
Vela region (extended, may include RX J0852-4621),
Carina region.

• 1.157 MeV (44Ti) 2 Cas A, RX J0852-4621 (GRO J0852-4642).
• 0847 and 1.238 MeV (56Co) 1 SN 1991T.
• 2.223 MeV (n-capture) 1 GRO J0317-853.

Gamma-Ray Burst Sources: 31 Location error radii vary from 0.34◦

(within COMPTEL field-of- to 2.79◦ (mean error radius: view 1.13◦).
up to Phase IV/Cycle-5)

Table 1.1: Summary of the most significant COMPTEL source detections
(adapted from Ref. (84)).

limit, and 3.6 M�, which exerts the maximum gravitational pressure which
can be balanced by a degenerate Fermi gas of neutrons. From the study
of X-ray binaries (XRBs), most neutron stars have masses of about 2 M�.
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Some general characteristics of a newly formed neutron star can be derived
from basic conservation laws. Angular momentum conservation implies r2ω
conservation, where r is the radius of the star and ω its angular frequency. In
a stellar core collapse, the r shrinks from 1011 cm to 106 cm, thus increasing
ω by ∼1010, and reducing the period of rotation from days to milliseconds.
The interior of a star is a conductive medium and the magnetic flux (∝ Br2)
is therefore conserved. In a core collapse, the typical field of a star (∼102 G)
is expected to increase to ∼1012 G.

Relativistic charged particles in intense magnetic fields lead to emission of
high-energy photons. A theoretical treatment of pulsar high-energy emission
is highly non-trivial and has to include magnetic bremsstrahlung, curvature
radiation, pair production and photonsplitting (see for example Ref. (43)).

A prime example of the importance of pulsar high-energy emission is the
Geminga pulsar, i.e. an object which emits an overwhelming fraction of its
power in X- and γ-rays. Such an object was not identified outside the γ-ray
band until 1992, when it was identified by ROSAT in X-rays.

The phase-resolved continuum spectra from radio pulsars indicates that
most of the departing energy is in high energy photons. One of the goals
of MeV γ-ray astronomy, combined with higher energy observations, is to
unravel the particle acceleration and photon production mechanisms in the
outer reaches of the pulsar’s magnetosphere.

Neutron stars in binary systems are luminous in X-rays and are part of
the broader class of XRBs. The X-ray luminosity is powered by accretion of
matter from the companion star onto the neutron star. Assuming that all
the gravitational energy is converted to radiation, the luminosity L will be

L ∼ GMc

Rc
Ṁ

where G is the gravitational constant, Mc and Rc mass and radius of the
neutron star and Ṁ the mass accretion rate. Assuming Mc=1.4 M� and
Rc=10 km, which are typical values for a neutron star, and a luminosity of
1037 erg s−1, as typically measured in X-rays, an accretion rate Ṁ of about
10−9M� per year is required. Accreting neutron stars usually have not been
detected as γ-ray emitters and their energy spectra show a cut off at few
tens of keV; only two of the known XRBs, Cygnus X-3 and Centaurus X-3,
have been detected in γ-rays at energies above 100 MeV. This high-energy
component cannot be explained as a continuation of the detected hard X-rays
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4 tails and the emission scenario is modeled separately for X-ray and γ-rays.
More sensitive observations in the MeV region (sensitivity to a flux of about
10−7 ph cm−2 s−1) could close the gap.

The discovery of gravitationally red-shifted γ-ray line emission from neu-
tron stars in a binary system would possibly be a fundamental discovery. Any
line originating from the radially thin atmosphere would immediately yield
the gravitational redshift, thereby constraining the nuclear equation of state
at matter densities currently unavailable in the terrestrial laboratory. The
first gravitationally redshifted atomic spectral line was just recently reported
in Ref. (32) from a summed spectra of many Type I burst events, yielding
a neutron star radius R ∼ 4.4 GM/c2. A promising γ-ray line emission
mechanism was first discussed in Ref. (88), where it was noted that matter
accreting onto a neutron star has large enough kinetic energies to excite or
destroy nuclei. The subsequent γ-ray line emission from nuclear de-excitation
or neutron recombination (i.e. H(n,γ)D giving a 2.2 MeV photon) might just
provide the needed probe of the gravitational redshift. The problem was later
studied in detail in Ref. (21) and it was found that the flux of red-shifted,
rotationally broadened 2.2 MeV photons from Sco X-1 could be nearly 10−6

ph cm−2 s−1. This estimate assumed that the accreting material has just a
solar abundance of He, which is the main neutron source. Just like during
solar flares, neutrons liberated during the deceleration of the incident He nu-
clei either recombine with atmospheric protons and emit 2.2 MeV γ-rays or
suffer charge exchange on atmospheric 3He, i.e. 3He(n,p)T. Only a fraction
of the liberated neutrons produce an unscattered 2.2 MeV γ-ray since the
emission occurs at Compton scattering optical depths of order unity. This
reduces the expected line emission so that only the brightest persistent X-ray
sources will be detectable. Other possibly detectable sources would be bright
accreting pulsars in outburst and any of the newly discovered ultracompact
binaries in outburst, as these systems are accreting pure He or a C/O mix
that is neutron-rich and a likely source of emission lines.

Stellar black-hole candidates and AGN

The compact object in a XRB may be a black hole as well; it is considered
a black hole if its mass is in excess of 3.6 M�, the theoretical upper limit

4By convention, photon energy below 200 keV constitutes the X-ray band, 0.2-0.5 MeV
the soft γ-ray band and the γ-ray band starts above 0.5 MeV.



6

on the mass of a stable neutron star. To date 11 black hole binary systems
have been identified. Active galaxies are broadly identified through their
large luminosity concentrated in a small core region. Based on light-travel
arguments and the time variability, the size of the core region should be
∼1010 km, roughly the size of our solar system 5. AGN are thought to be
powered by mass accretion onto a supermassive (> 106M�) black hole, and
radiate close to their Eddington limit. The Eddington limit is derived from
the balance of gravitational force and radiation pressure, and is reached when
the radiation pressure would stop the accretion process.

Results from CGRO 6 show that galactic black hole candidate sources and
AGN are bright at soft γ-ray energies, and display a wide range of spectral
states both individually and among classes. Black hole XRBs such as GRO
J0422+32 and Cygnus X-1 undergo a series of transitions from the bright
soft X-ray state to a dimmer, hard γ-ray state where the photon energy Epk

of peak power output is at hundreds of keV. GRO J0422+32 and Cygnus
X-1 are also the only two black hole XRBs detected in MeV photons. No
significant emission has been detected above 100 MeV. Cygnus X-1 reaches
a flux of 10−2 ph cm−2s−1 MeV−1 at 0.5 MeV, which may allow a sensitive
future instrument to search for broadened annihilation line features.

AGN constitute the larger class of identified MeV sources in the COMP-
TEL catalogue. All the AGN in the COMPTEL catalogue are “blazars”, i.e.
BL Lac objects or radio loud quasars. Blazars show highly variable flux on
a time scale of one day or less. Such short term variability and the large
luminosity in γ-rays have led to model the γ emission scenario as inverse
Compton emission from a relativistic jet pointing toward the observer within
10◦, enhanced in intensity due to Doppler boosting. γ-emission from radio
galaxies such as Centaurus A, and from blazars like 3C 273, PKS 0528+134,
and Mrk 421, are as bright as 10−3 ph cm−2 s−1 MeV−1 between 0.5 MeV

5The emission radius r is estimated from

r <
c∆t

1 + z

where ∆t is the observed time variability, z the redshift of the source and c the speed of
light. ∆t can be of the order of one day.

6The Compton Gamma Ray Observatory (CGRO) includes four detectors with dif-
ferent capabilities: i. BATSE, the Burst And Transient Source Experiment; ii. OSSE,
the Oriented Scintillation Spectrometer Experiment; iii. COMPTEL, COMPton TELe-
scope, in the 1-30 MeV energy range; iv. EGRET, the Energetic Gamma Ray Experiment
Telescope, above 100 MeV.
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isotope lifetime decay chain energy [MeV]
7Be a 77 days 7Be→7Li* 0.478
56Ni b 111 days 56Ni→56Co*→56Fe* 0.847, 1.238
57Ni b 390 days 57Ni→57Co*→57Fe* 0.122
22Na a 3.8 yrs 22Na→57Ne* + e+ 1.275, 0.511
44Ti b 89 yrs 44Ti→44Sc*→44Ca* 1.156, 0.068, 0.078

26Al a,b,c 1.04 106 yrs 26Al→26Mg* + e+ 1.809, 0.511
60Fe b 2.0 106 yrs 60Fe→60Co* 1.173, 1.332, 0.059

Table 1.2: Isotopes of interest in MeV γ-ray astronomy. Production sites: a:
classical novae, b: supernovae, c: stellar nucleosynthesis.

and 1 MeV.
Seyfert galaxies are radio quiet and have been detected in hard X-rays and

soft γ-rays, but are undetected in the MeV (apart maybe for the peculiar Cen
A object). Seyfert AGN such as NGC 4151 reach flux levels of 10−4 ph cm−2

s−1 MeV−1 at 0.5 MeV, which should allow for high quality energy spectra
at higher energies with a future instrument. Searches for highly obscured
black-hole sources surrounded by Thomson-thick material are also possible
in the MeV range, extending searches by black-hole finder probes sensitive
at hard X-ray energies.

Supernovae and supernova remnants (SNR)

Both core collapse (Type II) and thermonuclear (Type Ia) supernovae are
sites of nucleosynthesis, and produce large amounts of radioactive isotopes
(56Ni, 57Ni, 44Ti, 60Fe, 56Co and 26Al: see Table 1.2) which, through the su-
pernova explosion, are instantaneously released in the interstellar medium.
The observation of γ-ray lines probes the nucleosynthesis and dynamics of a
supernova explosion and - potentially - is helpful in understanding the ex-
plosion mechanism and expansion dynamics of supernovae. If the current
models of supernova explosion hold true, a wide-field sky survey with a 10−6

ph cm−2 s−1 sensitivity could detect 56Ni and 56Co lines from type Ia super-
novae to a distance of about 85 Mpc. Based on current estimates of the rate
of type Ia supernovae, that would translate to about 50 supernovae per year.

The only Type Ia supernova which has possibly been seen in γ-rays is SN
1991T in the galaxy NGC 4527, ∼17 Mpc away in the direction of the Virgo
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cluster. It was classified as a “peculiar” Type Ia supernova. 56Co γ-rays were
detected by COMPTEL at 3-4 σ significance (Ref. (68)) with the COMPTEL
flux translated into a very large 56Ni mass of ∼2 M�, at odds with current
models.

The 1.157 MeV 44Ti γ-ray line (89 years lifetime) has been detected
from two SNR: Cas A (Ref. (54)) and RX J0852-4621 (GRO J0852-4642)
(Refs. (55) and (85)). The detected 44Ti flux from Cas A implies ∼10−4

M� of 44Ti, while supernova models (Ref. (92)) predicted only ∼10−5 M� of
44Ti. Together with an estimated rate of galactic core-collapse supernovae of
one every 30 yr (Ref. (40)), the fact that only two SNR have been actually
detected may suggest that 44Ti-producing supernovae are exceptional events.

With the current sensitivity only a handful of sources and lines have
been detected so far (as in Table 1.1), too few to produce a breakthrough in
supernova science. A much improved experimental sensitivity is required to
detect a significant sample of galactic and Local Group SNR emitting γ-ray
line from longer-lived radionuclides. This would eventually permit a detailed
study of the production of 44Ti, 26Al and 60Fe in the various sub-types of
supernovae. For the brighter remnants, the ability to spatially resolve the
remnant will permit the study of the dynamics of the remnant’s expansion.

Unidentified sources

A large fraction of high-energy (> 100 MeV) γ-ray sources - about two thirds
of the EGRET catalogue - are still unidentified, i.e. they have not yet been
detected at other wavelengths. As shown in Table 1.1, about one third of
the already much smaller COMPTEL catalogue are classified as unidentified
sources. A good example of a previously unidentified source is the Geminga
high-energy pulsar. If it is a prototype for a larger class of unidentified
sources, their nature could be determined in the future following a strategy
similar to the one successful in the Geminga case. Most of the interest is at
high-energy, and the GLAST instrument 7 (but also the AGILE mission 8)
is expected to shed new light on this interesting topic.

7http://glast.gsfc.nasa.gov/
8http://agile.mi.iasf.cnr.it/
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Diffuse galactic emission 9

Diffuse line emission from interstellar radionuclides, e+-e− annihilation and
nuclear excitation by accelerated particles afford us the opportunity of a kind
of galactic tomography that allows us to study stellar evolution, the origin
of the elements, and the most energetic processes throughout the Milky Way
Galaxy.

The decay of 26Al, with its 1.04 Myr decay time, shows directly (Fig. 1.1)
a million years worth of massive star and supernova activity. It shows clearly
that star formation and massive star nucleosynthesis is an ongoing, galaxy-
wide process and, within instrumental limitations, where it is occurring. The
imaging capability and improved sensitivity of the COMPTEL instrument
have provided this information at a glance in its sky maps. Individual mas-
sive star associations, spiral arm tangents, and perhaps even individual su-
pernova remnants and massive stars reveal themselves and can be studied
quantitatively. Still a great deal remains to be learned from this emission.
COMPTEL’s large background and extended point spread function leave
systematic uncertainties in fluxes and questions of the reality of small scale
structures.

 
CGRO / COMPTEL 1.8 MeV Obs.0.1– 522.5

0.00 0.14 0.28 0.42 0.56 0.70 0.84 0.98 1.13 1.27 1.41 1.55 1.69 1.83 1.97 2.11 2.25

0

1

Intensity [ph cm-2 s-1 sr-1]  × 10-3

Figure 1.1: COMPTEL maximum entropy map at 1.809 MeV (from
Ref. (84)).

9Part of this section has been adapted from Ref. (7).
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Figure 1.2: Inner-Galaxy spectra in the vicinity of the 1.809 MeV line. The
lower curve is the RHESSI background-subtracted count rate spectrum and
the upper curve is 3% of the average background spectrum during this period.
The bins shown are 1 keV wide and the instrumental resolution at 1809 keV
is (4.10± 0.07) keV (adapted from Ref. (89)).

With greatly improved sensitivity and angular resolution, we expect these
apparently diffuse emissions to be resolved, at least in part, into hundreds
of distinct regions, which can be understood in terms of objects and regions
visible at other wavelengths. 26Al 1.809 MeV emission is expected from OB
associations and individual supernova remnants, as well as from the stellar
ejecta already merged into the interstellar medium.
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An earlier claim of a broad line profile (Ref. (69)) generated a lively de-
bate. The GRIS Ge detector instrument reported a ∆E of 5.4±1.4 keV,
exceeding the nominal energy resolution of 3 keV. Galactic rotation is ex-
pected to result in ∼1 keV Doppler broadening of the line and it is very hard
to devise a mechanism to maintain a high velocity motion of the million year
time scale of 26Al. Recently (Ref (89); see Fig. 1.2) the RHESSI instrument
measured a line width compatible with the 4.1 keV instrumental resolution
and inconsistent with the GRIS result. More recent but still not conclusive
results from SPI on the INTEGRAL mission (41; 56) support the RHESSI
results and tend to rule out the GRIS claim.

One of the primary scientific goals of MeV γ-ray astronomy is the discov-
ery and mapping of 60Fe radioactivity from the Galaxy. With a mean lifetime
of 2.2 Myr, 60Fe provides, through its daughter 60Co, lines at 1.17 MeV and
at 1.33 MeV, a snapshot of supernova activity similar, but complementary,
to that of 26Al. The core-collapse supernova 60Fe yield is thought to be about
1/3 that of 26Al and is made in the same explosive Ne-burning zones (97; 91),
which implies a γ-ray line flux ratio of ∼1/7, so the total fluxes in each 60Fe
line from the inner Galaxy could be as large as 5×10−5 γ cm−2 s−1, but could
be less if 26Al has other sources contributing significantly. We would of course
like to turn this argument around with a measurement of the 60Fe flux and
then 60Fe will lead us to the source of the 26Al. There might be an additional
bulge component to the 60Fe emission, arising from Type Ia (thermonuclear)
supernovae, in particular those which undergo some initial nuclear burning
with a flame moving slowly enough to allow significant electron capture. No
comparable constraints on SN Ia physics are currently available from any
other observable. A total bulge flux of 10−5 γ cm−2 s−1 is possible, if Chan-
drasekhar mass SN Ia populate the bulge. So far, only upper limits on 60Fe
γ-ray line emission have been derived (Refs. (65; 62; 70)), the most recent
one just starts to put limits on theoretical expectations (14% of 1.81 MeV
flux, 2 σ limit).

Galactic e+-e− annihilation radiation has not been mapped by any imag-
ing instrument. OSSE has been able to make crude maps of the emission by
combining many observations with its small field of view in a mosaic of the
inner Galaxy. The dominant components are a disk and a compact bulge,
with perhaps an additional component above the Galactic center (77), which
suggests to some a recent starburst at the galactic center (39). It would be
important to confirm this feature with improved angular resolution and sen-
sitivity. Other unexpected features may lie where OSSE has not yet looked
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with sufficient exposure (which is everywhere but very close to the Galactic
center). Many sources from multiple populations might contribute to this
emission, which, with a total flux of >

∼ 10−3 γ cm−2 s−1sr−1, can in principle
be disentangled into many separate regions and several distinct components.
In addition to contributions from positrons due to 26Al and 44Ti, a significant
number of positrons from shorter-lived 56Co in Type Ia supernovae probably
contribute as well. Additional positrons from pulsar pair winds and pair-
dominated transient episodes of accretion disks may be sorted out from the
radioactive sources. The contributions from longer-lived progenitors, AGB
stars and classical novae, might be identifiable from their smoother spatial
distributions. Interstellar positrons entrained in galactic magnetic fields will
provide part of the complex 0.511 MeV map, which will also feature individ-
ual supernova remnants and stellar and compact object wind nebulae, and
possibly the galactic center.

Cosmic rays with energies of 10-100 MeV/nucleon, which are an impor-
tant ingredient in the interstellar energy budget, are still undetected. The
cross sections for most of the processes producing γ-ray lines - spallation and
direct nuclear excitation at diffuse levels - have a maximum at several tens
MeV / nucleon, rapidly declining above 100 MeV. Some of the most impor-
tant signature lines are expected to be 4.44 MeV from 12C∗ and 6.13 MeV,
6.92 MeV and 7.12 MeV form 16O∗. More lines can be produced from heavier
nuclei such as 20Ne (1.63 MeV), 22Ne (1.28 MeV), 24Mg (1.37 MeV), and 28Si
(1.78 MeV) (e.g. Ref. (78)). Observation of nuclear γ-ray lines is likely to be
the only means to study such low energy particles in the interstellar space.
Enhancements could be significant where young supernova remnants are ac-
celerating nuclei near cloud targets; an earlier claim of detection from the
Orion complex was later discarded as an instrumental effect (see Fig. 1.3 for
the Orion complex and Ref. (23)).

Diffuse gamma-ray background

The extragalactic background radiation (EBR) provides a unique window
on a variety of fundamental topics in cosmology, astrophysics, and parti-
cle physics. These topics include the origin of the universe, the formation
of structure and the evolution of galaxies, the formation of stars and the
production of metals, gas, and dust, and the properties of exotic elementary
particles. There are two distinct possibilities for the origin of the EBR: it may
result from the superposition of unresolved point sources or originate from
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Figure 1.3: Flux spectrum of the Orion complex (from Ref. (23)).

truly diffuse mechanisms. Arguably, the least explored portion of the EBR,
often referred to as diffuse γ-ray background, is in the 100 keV to 10 MeV
region. This waveband is of particular interest since at these energies a tran-
sition seems to occur in the physical processes governing the emission of the
various source populations. Below about 100 keV thermal emission processes
seem to dominate, as in the accretion disks of Seyfert galaxies, above about
10 MeV non-thermal processes seem to dominate, as in the jets of blazars.
In addition, the radioactivity of supernovae could contribute significantly
around 1 MeV. Other source populations, among them normal galaxies, may
contribute as well, and a truly diffuse emission component can not yet be
ruled out conclusively.
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Gamma-ray bursts

Gamma-ray bursts (GRBs) 10 are the most luminous objects known in the
Universe. Assuming isotropic emission 11 an amount of energy as large as
1054 erg is emitted in a timescale of few seconds. Energy flux spectra of
GRBs typically peak at several hundreds keV, but from BATSE observa-
tions, many of them are observed to peak at energies > 0.5 MeV. For many
additional GRBs, a significant fraction of the total GRB energy is emitted
above ∼0.4 MeV, an energy at which the BATSE detectors were relatively
insensitive. Thus a sufficiently sensitive “MeV γ-ray telescope” is needed
in order to obtain the total bolometric luminosity of GRBs. A Compton
telescope (see Sec. 1.1.2) might promptly localize GRBs to accuracies which
are sufficient to allow sensitive ground-based multiwavelength counterpart
searches.

More interestingly, a direct measurement of the properties of the prompt
γ-emission is one of the few means available for probing the central engine
in the electromagnetic regime, since all other emissions originate either after
the burst or far from the site of the explosion. Recently (Ref. (30); see
Fig. 1.4), the discovery of linear polarization in the prompt γ-ray emission
from GRB021206 has been reported, and has been interpreted as a signature
of synchrotron emission from relativistic electrons in a strong magnetic field.
This result may be difficult to explain within the current GRB standard
model.

1.1.2 Experimental matters

Broadly speaking, instrumentation for “modern” MeV γ-ray astrophysics
should image γ-ray sources and measure their energy spectra; this is part
a trivial definition and part a still-to-be-achieved goal. Pioneering γ-ray as-
trophysics in the sixties and early seventies was limited to the mere detection
of celestial γ-rays and only after the launch of the Compton Observatory
- CGRO (1991) the COMPTEL instrument provided the first good quality
images of the sky in the MeV band.

MeV γ-ray spectroscopy is a time honored field and a very classic and ex-

10For a recent review of this fascinating and still largely mysterious phenomena, see
Ref. (66).

11In the case of beamed emission the total energy released would be three orders of
magnitude lower, ∼1051 erg.
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Figure 1.4: The azimuthal scatter distribution for the RHESSI data, cor-
rected for spacecraft rotation. Counts were binned in 15◦ angular bins be-
tween 0◦-180◦, and plotted here twice for clarity. The top plot shows the raw
measured distribution (crosses), as well as the simulated distribution for an
unpolarized source (diamonds) as modelled with a Monte Carlo code, given
the time-dependent incident flux. The bottom plot shows the RHESSI data
with the simulated distribution subtracted. This residual is inconsistent with
an unpolarized source (dashed line) at a confidence level > 5.7σ. The solid
line is the best-fit modulation curve, corresponding to a linear polarization
of (80± 20)% (from Ref. (30)).

cellent reference textbook is Knoll (59). Ge detectors are still unchallenged
in providing the highest energy resolution. When large volume (&1000 cm3)
are needed, inorganic scintillators are often used. NaI has found the most
widespread application, but newer materials (e.g. BGO) are rapidly gain-
ing ground, with LaBr3 (cerium doped) showing an energy resolution of 3%
FWHM at 662 keV 12.

Imaging γ-ray sources is still an evolving experimental field. The main

12See for example http://wwwiso.iri.tudelft.nl/ISO info/research/iso 006/info.htm
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challenge is that no focusing optics exists so far 13 and MeV γ-rays have to be
looked at as particles. With different levels of refinement, source imaging is
pursued through passive or active collimators, rotating modulation collima-
tors (RMC), coded apertures (with a signal modulation in the space domain),
and Compton telescopes. The most advanced instruments are RHESSI, with
time modulation of the signal and dedicated to solar physics, and INTE-
GRAL, using a coded aperture. The only example of a Compton telescope
which produced valuable scientific results is the late COMPTEL. While it is
commonly believed that collimators and coded apertures have been brought
close to their optimum performance in the MeV range, and therefore sub-
stantial progresses will be extremely hard to achieve, Compton telescopes
can still largely improve over COMPTEL.

Indipendently of the specific detection technique, the question is: What
makes MeV γ-ray astronomy so peculiar 14 (and bad, considering the tiny
number of sources detected so far)? There are at least four culprits:

1. low fluxes ∼ 10−3γ cm−2 s−1for bright sources;

2. the atmosphere is opaque to γ-rays, so that observations must be per-
formed on the top of the atmosphere and scientific balloons or satellites
are required;

3. high background level: this will be discussed in detail in the present
dissertation. It is clear that source imaging is powerful in separating
background and foreground, and the difficulties in imaging MeV γ-rays
are part of the background problem;

4. so far, a rather low detection efficiency. The interaction cross section of
γ-rays in matter has a minimum in the MeV, but usually the detection
efficiency is dramatically reduced by too stringent event selections.

Since nothing can be done to correct the low fluxes and the opacity of
the atmosphere, experimentalists in MeV γ-ray astronomy work on instru-
mentation which can deliver the lowest possible background and the highest

13But see http://www.cesr.fr/∼pvb/Claire/C ho e.html for recent developments.
14GRBs have different peculiarities: an extremely intense flux concentrated in a very

short time, which makes the problem related to the high background level much less severe.
This may suggest a different approach to the observation of the prompt γ-emission from
a GRB.
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possible efficiency. This dissertation is an example of such an activity. At
this point it is fair to say that MeV γ-ray astronomy is not as advanced as
most other fields in astronomy, and it is essentially due to the lack of reliable
experimental observations. In the next session I am focusing on Compton
telescopes, adhering to the paradigm that Compton telescopes are going to
advance MeV γ-ray astronomy.

1.2 Compton telescopes

Sketchily, a Compton telescope (CT from now on) works in the following
way: Starting from the Compton formula,

E ′
γ =

Eγ ·mec
2

Eγ · (1− cosϕ̄) +mec2
(1.1)

(where E ′
γ is the energy of the scattered γ-ray, Eγ the initial energy of the

γ-ray, ϕ̄ the scattering angle, me is the rest mass of the electron, c the speed
of light) one obtains

ϕ̄ = arcos

[

1−mec
2 ·
(

1

Eγ − E1

− 1

Eγ

)]

(1.2)

where E1 is the energy loss in the Compton scatter, and E ′
γ = Eγ−E1. The

initial direction of the γ-ray is then obtained combining the scatter angle,
ϕ̄, and the direction of the scattered γ-ray given by the spatial coordinates
(x1, y1, z1) and (x2, y2, z2), the subscripts 1 and 2 indicating the first and
second interaction of the γ-ray.
From the detector point of view only, and oversimplifying the complex prob-
lem of Compton imaging, a CT is a position sensitive spectrometer able to
measure (x1, y1, z1, E1) and (x2, y2, z2, Eγ − E1) for each γ-ray. It is
worthwhile stressing that the correct sequence of the two interactions must
be known.

COMPTEL is the father of all Compton telescopes (and its scions are
still in their infancy; more about this fatherly figure throughout this work)
and deserves a presentation one bit more thorough.

COMPTEL is a double-scatter γ-ray telescope which uses liquid scintil-
lator in the upper part and NaI crystals in the lower one; the two parts are
separated by a distance of 1.5 m. γ-rays are detected with a first interac-
tion in the upper detector (Compton scatter) followed by total absorption
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Table 1.3: Specifications of the COMPTEL instrument (adapted from
http://wwwgro.unh.edu/comptel/comptel table.html). a event selections
eventually reduce the the effective area to ∼5 cm2; b the 3σ line sensitiv-
ity at 1.8 MeV was ∼1.6 10−5 γ cm−2 s with an effective observing time of
0.5 yr, as in Table 1.4.

1. Detectors:

a. Detector type:

1) upper detector D1 liquid scintillator NE 213A

2) lower detector D2 NaI(Tl)

b. Geometric arrangement:

1) D1: 7 cylindrical modules 27.6 cm in diameter and
8.5 cm deep; total geometric area 4188 cm2

2) D2: 14 cylindrical modules 28 cm in diameter and
7.5 cm deep; total geometric area 8620 cm2

c. Effective area for γ-raysa: 20 - 50 cm2

(no event selections applied to the data)

d. Energy range 0.8 - 30 MeV

e. Energy resolution 5% - 8% (FWHM)

f. Angular resolution 1.7◦- 4.4◦(FWHM)

g. Field-of-view 1 sr

h. Accuracy on Source Position 5 - 30 arcmin

2. Experimental Sensitivityb:

a. Telescope Observations of a Point Source

1) Minimum source detectability (3 σ) 1.6 10−4 γ cm−2 s−1

1-30 MeV and 2-week observation

2) Line sensitivity (3 σ) 6 10−5 γ cm−2 s−1 at 1 MeV
2-week observation 1.5 10−5 γ cm−2 s−1 at 7 MeV

b. Burst Observations

1) Telescope mode lower limit: (>1 MeV) = 2 10−6 erg cm−2

upper limit: (>1 MeV) = 1 10−4 erg cm−2

(45 s duration)

2) Single detector burst mode variable, depending on duration

3. Miscellaneous Instrument Specifications:

a. Weight 1460 kg

b. Dimensions 2.61 m × 1.76 m diameter

c. Power 206 W

d. Telemetry Rate 6125 bit/s (equivalent time-average)

e. Timing accuracy ±1/8 msec with respect to UTC
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Figure 1.5: Schematic of the COMPTEL instrument.

in the lower detector. The total geometrical area of the upper detector ex-
ceeds 4000 cm2. COMPTEL obtained, during laboratory calibration, an
energy resolution of about 10% FWHM at 1 MeV, an effective area between
5-15 cm2 in the energy range 1-10 MeV, which implies an efficiency well be-
low 1%. The sequencing of Compton interactions was based on a time of
flight measurement for the photon between the upper and the lower detec-
tor, which has been a widespread technique applied to various balloon borne
CT’s (see for example Refs. (51) and (82)). In flight the lower energy thresh-
old for Compton imaging was 0.75 MeV, out of rate considerations. These
figures give a broad idea of the state-of-the-art in MeV γ-ray astronomy. The
double-scatter γ-ray telescope has been the one and only incarnation of a CT
for many years.

An approach to CT rather different than COMPTEL has been proposed
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3σ Flux Limits [10−5 ph cm−2 s−1]
Eγ [MeV] 2 weeks in Phase 1 Phase 1+2+3 Phase 1+2+3+4 (Cycle-5)

0.75 – 1 20.1 7.4 3.7
1 – 3 16.8 5.5 3.8
3 – 10 7.3 2.8 1.7
10 – 30 2.8 1.0 0.8
1.157 6.2 2.0 1.6
1.809 6.6 2.2 1.6

Table 1.4: COMPTEL 3σ point source sensitivity limits (adapted from
Ref. (84)).

some time ago (5), using a more compact homogeneous detector, specifically
a liquid Xe time projection chamber (LXeTPC), in order to increase the
efficiency and improve the background rejection capability well beyond the
COMPTEL achievement. Part of this concept is not limited to the specific
LXe technology, and several detector concepts for CT with compact struc-
tures and fine granularity have been proposed to date and are currently under
development (e.g. Ref. (24)).

1.3 Liquid xenon detectors

Liquid xenon detectors (LXeDs) are part of the larger class of devices using
liquefied rare gases, which includes liquid argon and liquid krypton detectors
as well. The relevant properties of LAr, LXe and LKr are listed in Table 1.5.

Why is making radiation and particle detectors out of liquefied rare gases
an attractive option? First of all, because they are dielectrics, which makes
it possible to drift free charge (i.e. electrons) under the influence of a proper
electric field, generating a detectable electronic signal. This property is trivial
and is common to all the conceivable ionization detectors. More interestingly,
free electrons can drift over large distances (&1 m!) in properly purified noble
liquids, without recombining. It is therefore possible to build big, massive
and homogeneous detectors. Large masses (and volumes) are among the
main requirements to study rare phenomena (from proton decay searches
to neutrino detection to dark matter searches) and to efficiently stop high
energy particles (calorimeters).
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Table 1.5: Physical properties of noble liquids (adapted from Ref. (98)).

LAr LKr LXe
Atomic Number Z 18 36 54
Atomic Weight A 39.95 83.8 131.3
Density (g/cc) 1.39 2.45 3.06
Melting Point Tm (K) 83.8 115.8 161.4
Boiling Point Tb (K) 87.3 119.8 165.1
Critical Temperature Tc (K) 150.7 209.5 289.7
Critical Pressure Pc (atm) 48.3 54.3 57.64
Critical Density (g/cc) 0.54 0.91 1.10
Volume Ratio (ρl/ρg) 784 641 519
Fano Factor 0.107 0.057 0.041
Drift Velocity (mm/µsec) @ 1(5) kV/cm 1.8(3.0) 2.4(4.0) 2.2(2.7)
Mobility (cm V−1s−1) 525 1800 2000
Radiation Length (cm) 14.3 4.76 2.77
(dE/dx) (MeV/cm) 2.11 3.45 3.89
Liquid Heat Capacity (cal/g-mole/K) 10.05 10.7 10.65
W-value (eV) (ionization) 23.3 18.6 15.6
W-value (eV) (scintillation) 19.5 15.5 14.7
Wavelength of Scintillation Light (nm) 130 150 175
Decay const.

fast (ns) 6.5 2 2
slow (ns) 1100 85 30

Refractive index @ 170 nm – 1.41 1.60
Dielectric constant 1.51 1.66 1.95
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LAr is well established in calorimetry for high energy physics; the ATLAS
((18)) and D0 ((1)) sampling calorimeters are based on LAr technology. Ar-
guably the most impressive technological achievement is the 600 tonnes LAr
time projection chamber (TPC) built by the ICARUS 15 collaboration (but
no science results yet, alas). An example of the spectacular 3D imaging ca-
pability provided by the ICARUS-LArTPC technology is shown in Fig. 1.6.
LKr has been used for the electromagnetic calorimeter of the NA48 experi-
ment ((44)).

LXe - all the most relevant here - has gained preeminence in diverse fields,
despite being difficult to handle and expensive too. LXe is both a good
scintillator and a good material for ionization detectors. Being a dense, high
Z material, it also provides and excellent stopping power. It has been used
and/or its future use is the focus of intense R&D in dark matter searches (20;
28; 11), neutrinoless double-β decay (36; 95) and MeV γ-ray astrophysics,
which is the theme of this thesis.

1.4 Overview of the dissertation

The subject of the present dissertation is the liquid xenon γ-ray imaging
telescope (LXeGRIT). LXeGRIT is the prototype of a novel concept of CT,
based on a liquid xenon time projection chamber, developed through several
years by Prof. Aprile and collaborators at Columbia. When I joined the
collaboration in Spring 1999, LXeGRIT was getting ready for its third ex-
periment at balloon altitude. While the first two experiments (1997) allowed
one to address many issues related to changing a laboratory prototype into
a working balloon borne instrument, the third experiment was designed to
be the first focusing on the key measurement of the background at balloon
altitude. After the 1999 balloon flight, a good deal of work was devoted to
a thorough calibration of LXeGRIT, both through several tests in the lab-
oratory and improving the analysis software and a dedicated Monte Carlo
simulation. After substantial advancements in our understanding of the de-
tector performance and after having fixed the problems encountered in 1999,
LXeGRIT had its fourth (and last) balloon flight in Oct. 2000, which even-
tually allowed a detailed study of the background at balloon altitude and of
the sensitivity to celestial γ-ray sources.

15http://pcnometh4.cern.ch/
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As this dissertation is intended to show, “the LXeGRIT phase” - defined
as the prototyping work, the experimental demonstration of the soundness of
the entire concept, the measurement of the background and of the detection
sensitivity - has been now successfully completed. And we are getting ready
for the future.

The dissertation is subdivided in seven chapters plus an appendix:

1. Chapter 2 gives a detailed description of the LXeTPC, which is the
core of the LXeGRIT instrument, and its performance.

2. Chapter 3 describes the complete calculation of the response of LX-
eGRIT to MeV γ-rays, combining experimental data and an extensive
Monte Carlo simulation of the instrument.

3. In Chapter 4, the performance of LXeGRIT as a CT and its source
imaging capability are presented.

4. The performance of LXeGRIT as a balloon borne instrument (year
2000) is described in Chapter 5.

5. The results from the crucial measurement of the background at balloon
altitude are given in Chapter 6 .

6. Having measured the background and with a solid understanding of
the detector response function, its sensitivity to celestial γ-ray sources
is derived in Chapter 7.

7. In Chapter 8, I stack some possible future developments and more
scattered considerations.

8. The main results from the 1999 balloon experiment are presented in
the Appendix.

I have tried to make each chapter as stand-alone as possible, at the cost
of some redundancy and repetition.
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Figure 1.6: Deep-inelastic neutrino (νµ) interaction visualized with an
ICARUS-like LArTPC (from Ref. (33)).



25

Chapter 2

LXeGRIT: description and
performance

Introduction

LXeGRIT (Liquid Xenon Gamma-Ray Imaging Telescope) is the first work-
ing prototype of a Compton telescope (CT) markedly different from the stan-
dard “scatterer + absorber” CT, which had its most successful realization in
the late COMPTEL on the CGRO satellite.

Working prototype means: i. with enough geometric area (>100 cm2) and
stopping power to detect celestial γ-ray sources; ii. fully tested as a γ-ray
detector and imager; iii. fully integrated as a balloon borne instrument.

Markedly different means: based on a single detector, which acts as scat-
terer and absorber at the same time.

The idea that a fine grained imaging calorimeter could work as well as a
CT was first proposed in Ref. (5), specifically discussing the case of a liquid
Xe time projection chamber (LXeTPC). In making the case for this radically
different CT concept, it was pointed out that a more compact homogeneous
detector might increase the efficiency and improve the background rejection
capability well beyond the COMPTEL achievement. Part of this concept is
not limited to the specific LXe technology, and several detector concepts for
CT with compact structures and fine granularity have been proposed to date
(e.g. Ref. (24)).

LXe was proposed as active medium because: i. being a high density,
high Z material, it guaranteed an excellent stopping power; ii. LXe is both an
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excellent scintillator and an excellent active medium for a ionization detector;
iii. back then, due to its small calculated Fano factor, it was believed that
LXe could provide high energy resolution (comparable to the resolution in
Ge detectors). The promise of high energy resolution has not been fulfilled,
and it is now well established that there are fundamental reasons which bar
the energy resolution from reaching even the Poisson limit.

Developing the LXeTPC technology up to the point described here took
several years - once a large volume LXeTPC had been developed and suc-
cessfully tested in the “mild” laboratory environment, it was turned into a
balloon borne instrument (LXeGRIT) able to work in the much more de-
manding and radiation harsh environment encountered at balloon altitude
(40 km). The LXeGRIT instrument has been tested at balloon altitude four
times (cfr. Ch. 5, Ch. 6 and Appendix A) - twice in 1997, mainly engineer-
ing balloon flights, in 1999 and in 2000 - the year 2000 flight, in particular,
lasted 27 hours and provided a data sample large enough to address all the
main technical issues, to give a thorough in-flight calibration and to study
the background in the near space environment.

Being born as a laboratory prototype, the LXeGRIT instrument suffered
from several shortcomings which would have been easily avoided in an in-
strument specifically designed for balloon applications, among them the rel-
atively large amount of passive materials surrounding the active volume of
the LXeTPC.

This chapter describes in a detailed manner the LXeTPC (Sec. 2.1) 1 and
its laboratory performance (Sec. 2.2).

2.1 Description of the instrument

2.1.1 Mechanical structure

The core of the LXeGRIT instrument is a 18.6×18.6×7 cm3 (2.4 l) volume,
filled with ultra-pure LXe, which defines the active volume of the TPC. The
LXeTPC mechanical design is shown in Fig. 2.1. It is delimited on top by
the cathode, which is made out of alumina-998, a ceramic which combines
good mechanical properties and dielectric strength. The cathode is coated
on both sides with a 1 µm layer of a Ni-Mg-Al alloy. Above the cathode

1One main source for the description of the instrument has been Ref. (98); for the
signal formation and the signal recognition and fitting procedure, Ref. (74).
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there is a layer of LXe, about 5 mm thick (the precise thickness of it can
vary slightly in different experiments and is difficult to monitor). 7 cm below
the cathode, at the bottom of the fiducial volume, there is a shielding grid
and below the shielding grid the non-destructive readout structure, i.e. two
orthogonal wire planes (62 wires each, with a 3 mm pitch) and four separate
anodes. The separation between the readout planes is 3 mm. The top view of
the readout structure is shown in Fig. 2.2. On the sides, the fiducial volume
is defined by the shaping rings, one per cm in the direction of the electric
field, which guarantee a good uniformity of the electric field in the sensitive
volume (Figs. 2.3 and 2.4). A description of the readout structure and signal
formation is given in Secs. 2.1.4, 2.1.5. The TPC is mounted in a stainless
steel cylindrical vessel, with a diameter of 35 cm and 11.5 cm high, with an
internal volume of about 10 l. The walls of the vessel are 3 mm thick, and
the top flange is 10 mm thick, thinned to 5 mm in the area covering the
TPC. Between the anodes and the bottom flange there is a gap of 3 cm, thus
we have we have 3.9 cm of passive LXe in between the bottom of the active
volume and the bottom flange. To reduce the amount of LXe outside the
active region, spacers made out of stainless steel were used on three sides, the
fourth one housing the HV feedthrough (as visible in Fig. 2.4). The amount
of LXe needed to fill the chamber is thus reduced by about 2 l. Four quartz
windows are braced on the bottom flange to couple four UV photo-multiplier
tubes (PMTs), visible in Fig. 2.2. Hermetic feedthroughs for signals and HV
lines are also welded on this flange. Thermal insulation of the cold vessel is
provided by a vacuum cryostat. The lower section of the cryostat encloses
the four PMTs and HV circuitry. The cryostat is made out of stainless steel,
has cylindrical shape, the walls are 3 mm thick while the top flange is 7 mm
thick, thinned to 5 mm above the sensitive area. The diameter of the vacuum
cryostat is 47.6 cm and the height is 36.1 cm. The total mass, including LXe,
is about 190 kg.

2.1.2 Cryogenic system

High purity Xe is liquefied into the vessel by a controlled flow of liquid ni-
trogen (LN2) through the copper coil of the condenser on top of the detector
(the “cooling tower”, shown in Fig. 2.1). The filling procedure takes about 5
hours, which corresponds to a flow rate (gas phase) of about 15 l/min. The
temperature of LXe is about -95◦C at 1.5 atm. Once the LXe is inside the
vessel, the temperature is maintained by controlling the pressure above the
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Figure 2.1: The LXeTPC mechanical design.
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Figure 2.2: Top view of the LXeTPC readout structure. Four windows in
the bottom flange, for light transmission to four PMTs, are visible below the
readout structure.
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Figure 2.3: Top view of the LXeTPC with the field-shaping rings. The
ceramic HV feedthrough is visible in the lower part of the picture.
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Figure 2.4: The LXeTPC completely assembled; on top, the cathode. On
three sides, stainless steel spacers; on the side, the HV feedthrough.

liquid with a flow of LN2 gas through the condenser. Since the LN2 cooling
produces microphonic noise, the vapor pressure is allowed to build up from
(typically) 1.4 and 2.4 atm; at this point a solenoid valve opens to start the
flow of LN2 and it closes once the pressure reaches again 1.4 atm. An example
of such a cycle is shown in Fig. 2.5, as pressure of Xe vapor vs. time.

2.1.3 LXe purification

It is well known that for detectors with a large drift region, like LXeGRIT,
the Xe purity plays a major role in determining the charge yield and thus the
spectral response. The most common electro-negative impurities dissolved in
LXe which affect the drift of free electron are O2, H2O, CO, CO2 and N2O.
The level of contamination must be kept lower than 1 ppb O2 equivalent.
To do so, an efficient purification system capable of purifying several liters
of LXe was developed. The Xe gas purification and handling system for the
LXeTPC was built based on the system used for a 3.5 liter gridded ionization
chamber, fully discussed in Refs. (12) and (98). Two gas storage cylinders,
each with a volume of four gallons, are used to store LXe up to ∼30 liters.

LXe is purified through two purifiers: i. an Oxisorb, which removes impu-



32

Vapor Pressure

19 21 23 01 03 05 07 09 11 13 15 17 19 21 23
Time [h]

1.2

1.4

1.6

1.8

2.0

2.2

2.4

P
re

ss
ur

e 
[a

tm
]

/traveler4/lxedata/Flight2000_hkdata/VaporPres.psFeb  7, 2001 LXe User

Figure 2.5: Pressure of Xe vapor vs. time in the LXeTPC during a 27 hr
balloon flight. The pressure was allowed to build up from 1.5 to 2.3 atm.
The duration of each cycle varies between less than 2 hr to more than 3 hr,
depending on the external temperature.
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rities by chemioabsorption and is effective in reducing O2 to less than 0.1 ppb
and H2O to less than 0.5 ppb (as can be derived from the measurement pre-
sented in Sec. 2.2.1); ii. a high temperature getter 2, which consists of an
alloy of Zr-V-Fe as active material and removes impurities (H2O, H2, O2,
N2, NH3, CO, CO2 and hydrocarbons) by forming complex compounds at
temperatures of several hundreds Celsius. The system has a self-enclosed
gas flow cycle, thereby allowing purification of Xe gas between the storage
cylinders without passing through the detector.

2.1.4 Drift field and readout structure

The drift region is 7 cm in the field direction, bounded by the cathode on
top and the shielding grid below. The cathode is placed on top of a metal
ring, with the aluminum coating touching the ring, thus forming a “cusp-
shaped” cathode. The high voltage is applied to the cathode through the
metal ring; soldering is avoided because it can be troublesome for the LXe
purity. The high voltage is distributed to seven field-shaping rings mounted
around the sensitive volume through a resistive divider chain, with 2 GΩ
resistors between two consecutive rings. The field-shaping rings guarantee
the uniformity of the field in the drift region. The TPC was typically operated
with a field of 1 kV/cm.

A γ-ray interaction deposits an initial charge of Q0 = ∆E/WLXe in the
liquid, which is 6400 e−/100 keV for WLXe = 15.6 eV (67). Typically, 83%
of this charge escapes immediate recombination at the operating field of
1 kV/cm (60). The charge cloud generated by ∼1 MeV energy deposits can
be considered point-like, given its small extent of ∼ 0.5 mm and negligible
diffusion in the liquid (87). In a uniform field of 1 kV/cm the drift speed is
∼2 mm/µs (99).

The electric field is doubled in the region below the grid, to focus the
drifting electrons through the mesh and a structure of 2× 62 x- and y-wires.
The wire pitch is 3 mm and grid, wire layers, and anodes are all separated
by 3 mm from each other. The grid and x − y wire planes are assembled
with stainless steel wires of 100 µm diameter, stretched on four MACOR bars
fixed on a stainless steel frame. The four anodes are made of nickel meshes
3 sandwiched between stainless steel rings, are mounted to the same holder

2SAES MonoTorr Phase II.
3Solid anodes are not an option because they must be transparent to the LXe scintil-
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as the wires and are kept isolated by a MACOR spacer.
No signal is seen before the charge cloud passes the grid at time ’a’. The

drifting electrons subsequently induce a linearly increasing charge on the x-
wire until they reach the x-plane at time ’b’. The x-signal decreases at the
same rate back to zero, as the charge moves toward the y-wire plane, which
it reaches at time ’c’. The rise and fall times of the triangular wire signals are
therefore given by the drift time between the grid, wire, and anode planes,
respectively. The anode signal starts to rise only at time ’c’, until the charge
is collected at time ’d’. The pulse height of this “step” is proportional to the
energy deposit.

2.1.5 Signal readout

Wire and anode signal shapes in the LXeTPC were simulated to optimize
the electronics design and electric potential settings. The simulation uses the
GARFIELD package (45) to compute the signal shapes, including rise and
decay times of the preamplifier circuit. Fig. 2.7 shows the induced signals on
x- and y-wires for various lateral distances of the charge cloud with respect
to the sensing wire. The charge is always seen on at least the two neighboring
wires, with a relative weighting depending on its location in between. Wires
farther away see a much reduced signal, which is usually not measured for
signals of <

∼ 1 MeV, but becomes apparent at higher energies. In Fig. 2.8a,
the corresponding anode signals are overlaid with the wire signals. Electronic
shaping on the anodes was modeled with 2.0 µs rise time and 50 µs decay
time. Fig. 2.8b shows measured anode and wire signals as a function of drift
time for a γ-ray energy deposit of 1.8 MeV, with a fit to the anode signal
superimposed. The amplitudes of anode and wire signals are gain-corrected
and normalized to the fitted amplitude of the anode. Three wires show
signals on each view. The signal of the middle wire is plotted in black, the
others in gray. The maximum amplitudes of the wire signals are at a level
of 20% - 30% of the fitted anode amplitude (which is somewhat larger than
the maximum of the anode waveform, due to signal shaping).

The electronic noise for each wire was measured to be ∼ 450 e− equivalent
noise charge (ENC), with a charge signal of ∼ 940 e−/100 keV, corresponding
to a signal/noise ratio of 3σ at 150 keV. The charge signal on the anodes is
∼ 5000 e−/100 keV. Under measured noise conditions of ∼1000 e− rms, the

lation light.
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Figure 2.6: Schematic of the LXeTPC read-out structure with corresponding
light trigger and charge signals (from (98) and (74)).

detection efficiency for energy deposits of ∼ 100 keVis near 100%.
The display of a raw event is shown in Fig. 2.9. It consists of the FADC

pulse height signals of 62 x-wires, 62 y-wires and 2 anodes, out of 4, where a
signal has been detected, all of them plotted vs. drift time, which constitutes
the z-axis. The size of such an event is ∼30 kB. The more usual data-taking
mode transfers only wire waveforms which crossed preset thresholds together
with the four anode waveforms. For typical settings, the average event-size
is ∼5 kB.

2.1.6 Data acquisition

This section is adapted from Ref. (10).
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Figure 2.7: Simulated induction signals on x- and y-wires for different dis-
tances from the sensing wire. Graphs 1-10 are for positions between one wire
and its neighboring wire, while graphs 11-20 are for positions beyond the
neighboring wire (from Ref. (98)).
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Figure 2.8: (a) Simulated collection signal on an anode compared to in-
duction signals at a perpendicular distance of 0.2 mm (1) and 2.9 mm (10)
(from Ref. (98)). (b) Measured anode and wire signals as a function of drift
time for a γ-ray energy deposit of 1.8 MeV. A fit to the anode signal is over
plotted. The amplitudes of anode and wire signals are gain-corrected and
normalized to the fitted amplitude of the anode (from Ref. (74)).
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Figure 2.9: Digitized waveforms on wires and active anodes as a function
of drift time in FADC samples, for an 88Y 1836 keV γ-ray event with 4
interactions. The upper panels show all wire waveforms, in scaled units
of ADC channels, each separated by an offset. Matched wire signals are
indicated by circles, and only their corresponding anodes are shown. The
wire-anode correspondence is indicated by the dark fields at the top left
corner of each anode display. The solid arrows mark three steps found by
the anode signal algorithm, and the dashed arrow marks an additional step,
included in the fit (smooth solid line) after signal recognition on the wires
(from Ref. (74)).
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System Hardware

The front-end electronics 4 converts the charge signals from the 124 induction
wires (62 x- and 62 y-wires) and the 4 anodes into voltage pulses. Each
channel has a charge sensitive preamplifier, which drives the twisted pair
line to the digitizer system. The digitizers convert the analog signals into
a digital history of the ionizing event. The FADC system consists of 17
printed circuit boards housed in a standard VME-crate: 16 Gamma-Ray
(x-y) Induction Signal Processor (GRISP) boards with 8 channels each to
handle the 124 wire signals, and one Gamma-Ray Anode Signal Processor
(GRASP) board to handle the 4 anode signals.

The x-y wire signals are digitized with 8 bit precision at a rate of 5 MHz.
The information is stored in a dual port random access memory (DRAM).
The depth of this buffer is 256 samples, corresponding to 51.2 µs, which cov-
ers the maximum drift time in the TPC of about 40 µs for a drift velocity of
∼ 2 mm/µs. The charge collection signals from the 4 anode channels are dig-
itized at the same rate with 10 bit precision, for better energy determination
with a large dynamic range.

For each channel, the digital signal is passed through a comparator to
record the sample number when a software-set threshold is exceeded. The
recording of the threshold crossing point facilitates locating useful informa-
tion and can be used to reduce the data amount and to accelerate the data
read-out process. Each GRISP board with at least one channel above thresh-
old issues a signal that sets a flag in a 16 bit register, which was located on
the microprocessor board in the original design, and is now located on a
separate board (“latch card”) within the crate.

The GRASP board can send 3 different interrupt requests to the proces-
sor: startadc and savedata signal the start and the completion of event
digitizing, while flushdata signals that the process was interrupted by a
second trigger, the system aborted the data recording, and is ready to accept
a new event. In the new design, these interrupts are registered on the “latch
card” mentioned above and read out by the external processor. The GRASP
board can also start an event digitizing process on command from the read-
out processor, independent of an external trigger. These test triggers are
used to determine baselines and noise conditions on anodes and wires.

The front-end and FADC system of the LXeGRIT instrument has re-

4More details about the front-end and FADC system of the LXeGRIT instrument can
be found in Ref. (6)
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mained unchanged from the original design, with the exception of the trigger
electronics. The circuitry amplifying and discriminating the signals from the
4 UV-sensitive photomultiplier tubes, originally on the GRASP board, has
been replaced by new electronics. Event recording is now triggered by a fast
TTL pulse signaling the start of the event. The recording is pre-triggered,
but will be stopped if a second trigger pulse signals the occurrence of a sec-
ond event within 40 µs, while the charges of the first event are still drifting
in the sensitive volume of the TPC. In this case, both events are rejected.

Read-out processor

Since the connections to the GRISP/GRASP boards followed the VME stan-
dard to a large extent, it was natural to choose a VME processor board. The
final choice was a Motorola MVME 2700 coupled to a communication inter-
face MVME761 Transition Module. Not all connections in a standard VME
bus are used by the GRISP/GRASP FADC system, and some bus lines were
assigned a different meaning. The processor could therefore not be housed
in the same crate. It is located instead in a separate box, together with the
communication board.

An interface board was developed to buffer the data and address lines,
and also to emulate the correct timing of the handshake signals for data
transfer. This is necessary to adapt the synchronous read and write cycles of
the FADC memories to the inherent asynchronous operation of a standard
VME bus. During data acquisition most of the operations on the bus are
read cycles from the FADC memories. These cycles were therefore kept as
short as possible (250 ns) to obtain the required data transmission rate.

Most of the data words to be read from the GRISP/GRASP boards are
digitized waveforms, which are stored in consecutive locations in memory.
Block transfers are thus a natural choice to increase data throughput com-
pared to single reads. Initial tests with block transfers, however, revealed
that the processor board does not keep the address lines stable during the
full transfer, as this is not required by the VME standard. The address lines
had therefore to be latched with each address strobe to achieve the higher
transfer rate.

The FADC system interface board is connected to the VME port of the
processor via the VME Junction. This circuit buffers the lines and allows for
the connection of additional instruments to the VME bus. Presently there is
one such instrument, the trigger logic system.
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After processing the data, the processor can either send the events via two
fast serial ports to the science data transmitters, or via the SCSI port to two
36 GB hard disks for storage on board (two 9 GB disks in the 1999 flight).
Although the data can be stored on disk much faster than transmitted to
ground via telemetry, the data might be lost in case of a bad landing. To
guarantee a good sample of science data even in this case and to allow online
control of the data acquisition and thus the tuning of data taking parameters,
a subset of the acquired events is transferred to the two fast serial ports.
After level conversion, the data are sent by two transmitters to ground, with
a throughput of 2×500 kbits/s. The rate could be increased by about a factor
of two, but the analog tape drives of the National Scientific Balloon Facility
(NSBF), providing a backup copy of the science data, are not designed for
such high rates.

Other connections to the processors are: the magnetometer and tiltmeter
which provide directional information of the LXeGRIT instrument via a slow
serial port; a terminal and an Ethernet connection used for operation sup-
port while the payload is in the laboratory. During the flight, the processor
is controlled by 16 bit command words received via the Consolidated Instru-
mentation Package (CIP), the standard NSBF package to control instruments
during balloon flights. The commands are provided to the parallel port of
the processor via the command multiplexer, which formats the 16 bit word
into 2 bytes to be read consecutively. The interconnections of the LXeGRIT
read-out electronics are shown schematically in Fig. 2.10.

System performance

The upgraded DAQ system has proven reliable during two flights in 1999
and 2000. For the 2000 flight, the development of an interface that allows
block transfers using the on-board DMA (direct memory access) controller
for reading of event data from the digitizer electronics, as well as optimization
of event selection criteria, has accelerated the DAQ by a factor of about 2.5
with respect to the 1999 flight read-out. The data flow is now mainly limited
by the digitizer, which requires ∼ 1 µs per single byte access or ∼ 600 ns
using block transfers. This sets a limit on the total throughput of about
1.6 MB/s, restricting the event building rate to 40 - 50 events/s in “full-
image” mode, in which the complete digitized waveforms from all channels
are to be read out, amounting to about 30 kB per event. Standard data taking
mode transfers only waveforms that crossed preset thresholds, plus the four
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anode waveforms, and only for those events that fulfill a potential Compton
scattering topology, i.e., where the number of wire hits and therefore the
number of γ-ray interactions is within a preset range. In this mode, the
event build rate increases to 200-400 Hz. The actual value strongly depends
on the selection parameters and on the light trigger configuration, which also
determine the average event size. For typical settings, the average event size
is 4.5-6.5 kB.

The throughput is sufficient to fill the two 500 kbps serial down-links,
corresponding to about 2 full-image events/s per down-link, or about 10-15
events/s in standard mode. The large bandwidth of disk writing, however,
is frequently not filled in standard mode, as event selections discard many
unwanted events in order to maximize the total number of triggers that can be
served by the system. During the October 2000 flight (see Ch. 5 and Ch. 6),
the system was able to handle about 300-350 triggers/s out of a trigger rate of
about 650 Hz, which included charged particles since no plastic veto counters
were used. About 20% of the handled triggers were typically accepted as
valid events, resulting in a data throughput in the range of 0.4-0.5 MB/s
sent via the transmitters and written to disk. In laboratory conditions with
calibration sources, where the ratio of accepted events is higher, this rate can
become up to three times as large.

The data acquisition system is now optimized to the point where the main
bottleneck, the read-out of the digital electronics by the DAQ processor,
cannot be further improved very significantly.

2.1.7 Event trigger

Trigger logic

As a pre-triggered digitizer system, the GRISP/GRASP boards requires a
fast signal to start recording an event. This signal is derived from the fast
xenon scintillation light detected by four UV-sensitive PMTs, which view
the sensitive volume of the TPC through quartz windows. Originally, the
system was triggered on a logical OR of the four PMT signals, above a given
threshold. The trigger was then vetoed with the signal from plastic counter(s)
above and from the NaI(Tl) shield sections around and below the LXeTPC
(see Appendix A). Timed gates removed double triggers. This system was
insufficient, mainly because no record was kept of the various signal rates,
only the four single PMT rates were stored together with other housekeeping
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information. Since events can produce a signal on more than one PMT, and
triggers can be vetoed or rejected as double events, the information was not
sufficient for a rate calculation. Separate trigger electronics were therefore
custom built, providing the FADC system with a TTL pulse to start the
read-out.

After amplification, the signals from the 4 PMTs are passed through
4 window discriminators. The lower threshold of the window rejects noise
pulses and can also be used to introduce an energy bias by requiring a mini-
mum energy deposited in the TPC. The reason for the upper threshold, which
is optional, was to discriminate against charged particle tracks. A charged
particle deposits about 3.9 MeV/cm in liquid xenon, i.e., a total energy well
in excess of the typical gamma-ray energies of interest for observations of cos-
mic sources during the flights. The OR of the PMT signals still generates the
trigger for the FADC system, unless it is vetoed or it is preceded by a PMT
signal above the lower discriminator threshold in the previous 40 µs (dou-
ble or multiple events). A veto signal is generated by the OR of plastic and
NaI(Tl) scintillators, used to reject cosmic rays, and γ-rays entering the TPC
from the side or from below. For the 2000 flight, all shields were removed,
thus no PMT signals were vetoed. In case of multiple events, an ABORT
signal is issued to stop the FADC recording of the first trigger. Since the
FADC system does not have a separate input for the ABORT signal, event
recording can only be stopped by a second trigger-like signal. If, however, a
first PMT-OR signal did not result in a trigger signal, either because it was
vetoed or because the signal surpassed the upper discriminator threshold, the
occurrence of a subsequent ABORT signal would in fact trigger the digitizer
system. An ABORT gate was therefore introduced to filter out all ABORT
signals not preceded by a trigger.

A set of 16 counters, automatically reset once every second, register all
signals at various locations of the trigger logic, providing the means to cal-
culate the flux of events and the rejection rates. The rates from the counters
are also a very good monitor of the trigger system. The trigger electronics
unit is connected to the VME bus of the read-out processor via an interface.
Thus, the processor can read the 16 counters, set the window discriminator
thresholds, and set the operation mode. Different operation modes can be
enabled: the veto signals can be switched on and off, the upper level of the
window discriminators can be turned off, and the veto can be replaced by
a coincidence, effectively triggering on charged particle tracks for debugging
purposes, or to study the spatial resolution of the detector in the laboratory.
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First Level Trigger - FLT

The FLT is provided by a light signal from the TPC. LXe is well known
as an excellent scintillator, emitting in the UV (175 nm) with a light yield
similar to NaI scintillators but a faster response (∼5 ns). Four PMTs (2 inch
Electron Tubes 9813QA), with quantum efficiency about 15% at 175 nm,
detect the scintillation light produced by particles interacting in the fiducial
volume. Each PMT sees the LXe volume through a 2.4 inch diameter quartz
window with good transparency in the UV. A few millimeter gap separates
the quartz window from the corresponding PMT. This gap was envisaged
in order to prevent mechanical stress from damaging the system in case of
brusque taking off and landing, which happen all but too often for balloon
flights. It is anyway clear that this arrangement allows only a far from
optimal optical coupling and reduces the final light yield.

The bottom of the fiducial volume and the quartz windows are separated
by a 3 cm thick layer of LXe plus the collection region, about 1 cm thick
(Fig 2.11). This relatively large (almost 60% of the fiducial region thickness)
separation induces a twofold negative effect in the performance of the light
trigger system. On one side it reduces the solid angle for events in the active
region, and consequently the light yield; on the other side, interactions in
the insensitive LXe layer can trigger the detector without any corresponding
charge signal. Such events are then rejected at the second level of trigger, yet
keeping the DAQ busy. The importance of this category of “false triggers”
heavily depends on the source rate and position and, most likely, is rather
small in the usual laboratory conditions.

Rather detailed calculations of the light yield have been performed and
for that the reader is referred to Ref. (13). To make a long story short,
several photo-electrons (p.e.) are expected for every MeV of energy deposited
in the fiducial volume 5. The average energy required to produce a UV
scintillation photon in LXe (Wlight) is 23.7 eV, which implies that about
4×104 UV scintillation photons per MeV of deposited energy are expected in
LXe. Since only a small number of p.e. is then detected, the efficiency of the
conversion of UV photons into p.e. is at the level of ∼10−4 p.e./UV-photon.
Even with this low efficiency, which does not allow any energy resolution, the
light trigger efficiency can be saturated, at least for energies above 1 MeV,
as shown in Ref. (73) and Sec. 3.3.3.

5Because of solid angle effect and other inhomogeneities in the light yield over the fidu-
cial volume, the expected number of p.e./MeV is better described by a broad distribution.
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Figure 2.11: Schematics of the light readout as seen in the x-z plane. From
Ref. (13).

We will see in Ch. 3 that other considerations may suggest that a lower
trigger efficiency is more appropriate.

Once signals from the PMTs have been amplified, they are passed through
four window discriminators. At this point the OR of the PMT signals gen-
erates the trigger for the FADC system, unless vetoed.

Second Level Trigger - SLT 6

Wire and anode signals are also exploited to perform on-line checks. We call
these checks second level trigger and they fall into two main categories:

1. A requirement of a minimum and a maximum number of wire hits
on each view (x and y separately), i.e., wire signals above thresholds
recognized in hardware is imposed;

2. a minimum signal amplitude above initial baseline for at least one anode
is required.

The importance of 1 and 2 is rather different. Imposing a threshold on
the anode waveform is very effective in rejecting low energy events which are
useless for a CT, but it requires to previously readout the digitized waveforms

6Results are presented in Sec. 3.3.3
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Figure 2.12: Block diagram of the signal recognition algorithm described in
Sec. 2.1.8; see text for a thorough explanation.

and the slowness of this process greatly reduces the usefulness of such an on-
line selection. It has been mainly used during laboratory calibrations, when
efficiency is not a real concern, in order to save disk space. Checking the
number of wire hits is, on the other side, relatively fast and is sensitive to
specific event multiplicities. This option is relevant for a CT, since Compton
imaging requires at least two, but preferably three, interactions (Compton
scatter followed by photoabsorption). In practice this criterion is not as sharp
as one could imagine (hope), because of electronic noise on the wires.

2.1.8 The signal recognition and fitting procedure

The analysis package is based on the Interactive Data Language (IDL) from
Research Systems Inc. (53), which is a high level language well suited for
building complex analysis packages. The analysis procedure is sketched in
the block diagram shown in Fig. 2.12.
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Event selections

The identification of good γ-ray events is achieved through several steps
throughout the analysis procedure. Initial selections are as follows:

1. Events for which the anode baseline, measured in the first 20 sam-
ples, is outside a specified range around a nominal baseline value are
rejected. Also rejected are events for which the baseline value of the
first 10 samples differs by more than the same preset value from the
baseline value of the subsequent 10 samples. Such events are due to
a signal in the collection region, to pile-up with a previous signal that
did not trigger the detector, or to noise. Moreover, events with a digi-
tized anode baseline of zero are rejected, since the full signal amplitude
cannot be determined in such cases. This can happen if a preceding
event deposited a large amount of energy in the chamber, resulting in
an undershoot of the signal waveform before the nominal baseline is
restored 7 . Some events have signals at unphysically high drift time,
e.g., due to the coincidence of a γ-ray that did not trigger the DAQ
itself with a preceding γ-ray (pile-up) or noise trigger. These events
are easily rejected.

2. Charged particles are rejected by amplitude, if any of the anodes is
saturated, or by signal rise time. If the slope of the waveform remains
positive for more than a specified number of samples, the event is con-
sidered a charged-particle track. Empirically, this number has been
optimized to 42 samples, while a γ-ray signal usually rises over no
more than ∼ 25 samples. Fig. 2.13 shows an example of a cosmic-ray
track on an anode.

Wire signals

Wire signals are found above preset or continuously updated thresholds.
Their drift time (td) values are determined by an amplitude-weighted av-
erage within ±5 samples around the position of the signal maximum. The
signal amplitude is taken as the maximum value above baseline and corrected
for gain differences in the preamplifiers. The signal width is defined as the
width in which the signal is above half its maximum value. Fig. 2.14 shows a
histogram of wire signal widths. The distribution is bimodal, with the true

7Negative amplitudes are digitized as zero.
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Figure 2.14: Width of wire signals recognized above threshold (from
Ref. (74)).

signals centered around a width of about 7 samples with a spread of 4.2 sam-
ples FWHM. The expected signal width is about the same as the drift time
between x- and y-wires (6.3 samples). The second population of wire signals
clusters around 2 samples, with a spread of 1.4 samples FWHM, and consists
mainly of noise hits. To reduce the number of noise hits, we require valid
wire signals to have a width of at least 3 samples and less than of 16 samples.
Visual inspection shows that broad signals are often due to charge collection
on the wires, which occurs preferentially near the edge of the sensitive volume
where the electric field becomes less uniform. Other effects resulting in wide
wire signals are the occurrence of two unresolved close interactions, high-
energy events that saturate dynamic range or low-frequency noise. The anal-
ysis procedure provides a user-selectable scale factor αw, by which the noise
value on each wire is multiplied to determine individual thresholds, which are
typically set at 3σ above the noise. Once all wire signals are found, signals
from up to three neighboring wires are combined to one signal if their time
coincides to within ±2.5 samples (0.5 µs). This signal “collection” is neces-
sary because even an ideal point charge distributes its signal over at least two
wires. The algorithm starts with the largest signals, searching for signals on
the two neighboring wires, and continues through all remaining wire signals
on both views. The amplitudes of the signals in x- and y-clusters are added
and the interaction locations in x or y, and in td, are weighted by amplitude.
The number of collected signals increases slowly with energy, from typically
a single wire near the lower energy threshold to up to three wire signals at
higher energies, as the weaker signals on adjacent wires emerge from the
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Figure 2.15: Distribution of drift time differences between matched wire sig-
nals in y and x. The width of 0.8 samples (1σ) corresponds to a measurement
accuracy of 160 ns in drift time or 0.32 mm in z (from Ref. (74)).

noise. In the next step, the combined induction signals on the x- and y-view
are matched in drift time (marked with circles in Fig. 2.9) within a window
of ±2.5 samples, after subtraction of the drift time offset between the x- and
y-wire planes. Fig. 2.15 shows the distribution in drift time difference be-
tween y- and x-signals. It has a width of typically σ = 0.8 samples, or 160 ns
8 . The acceptance window for x/y-matching corresponds therefore to about
±3σ. In addition, the signal amplitudes are required to be similar within a
user-selectable factor, usually set to a value of 4. At large amplitudes, the
correspondence between matching wire signals is in fact significantly better
than this. At small charge signals (<

∼ 6000 e−, corresponding to <
∼ 300 keV),

however, one of two wire signals can be missed and the energy resolution of
the wire signals degrades, such that x- and y-amplitudes of matching signals
can differ significantly. If the match by drift time is not unique, the better
match by amplitude is chosen. The requirement on the drift time match
within a 5 sample window reduces the noise from chance coincidences by a
factor of ∼ 220/5 = 44, where 220 is the number of samples in which a wire
signal is searched. Unless the wire threshold parameter αw is set very low,
the drift time selection is mostly sufficient to find a unique match. Fig. 2.16
illustrates to which extent the LXeTPC wire structure can separate individ-

8The theoretical limit for the sampling time of 200 ns is ∼140 ns.
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Figure 2.16: Left panel: y- and z-separation of events with two x/y-matching
wire signals, without consideration of anode signals, for 88Y data. Right
panel: Schematic of wire signal waveforms vs. y and z. Two interactions,
with charge clouds indicated by filled circles, within ±2.5 samples drift time
can only be separated if they occur in separate ‘cells’ of wire pairs on each
view. From Ref. (74).
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ual interactions. Noting that x and y spatial resolution are identical, the
left panel shows the y- vs. z-separation between the interactions in events
where two matched x/y wire signals were recognized, independent of the an-
ode signal. The physical distribution of separations falls off exponentially,
with a peak at zero. Two interactions that fall within the same drift time
window of ±2.5 samples, i.e., |∆z| <

∼ 1 mm, are only separated if they occur
in separate ‘cells’ of wire pairs in both x and y views. If they are identified as
separate interactions, their assigned coordinates will have a separation of at
least 4.5 mm, i.e. 1.5 times the pitch. The reason is illustrated in the right
panel, for two minimum separable interactions: Wire i + 1 sees signals from
both charge clouds. If both signals are sufficiently close in drift time, and/or
the charge clouds are sufficiently close to this wire, it will have the largest
amplitude of the three wires, and would be combined into one signal. If wire
i has the largest amplitude, wire i+2 is recognized as a separate interaction,
and the coordinates will result from the weighted average of i and i + 1 for
interaction 1 and the coordinate of wire i + 2 for interaction 2. Hence, the
minimum reconstructed y separation is 1.5 times the wire pitch. If both in-
teractions occur within the same cell (on either view), a minimum separation
in z of about the signal width is required (∼ 8 samples or 3.2 mm).

Anode signals

Recognition of anode signals, shown in Fig. 2.17, uses a filter ‘A’ which
computes for each FADC sample i a smoothed first derivative, by subtracting
the samples [i− 5, i− 1] from the samples [i+1, i+5]. A step is found if the
filtered waveform crosses a preset threshold and remains above for at least
5 samples. Filter ‘B’ subtracts the samples [i − 16, i − 9] from the samples
[i+9, i+16], and is usually used for an initial estimate of the step height only.
Strong negative slopes that follow within 6 samples of a positive threshold
crossing, are associated with digital noise, and the affected anode samples
are excluded from fitting. The mean time difference between x-wire signal
and anode signal is about 17 samples, due to the drift time difference and
signal shaping on the anodes, thus for anodes signals in the first 17 samples
the corresponding x signals will be missed. These events, which correspond
to interactions below the drift region, are therefore rejected.

The energy deposits in individual interactions derived from a fit of the an-
ode signal, plotted as smooth line on top of the anode waveforms in Fig. 2.8b
and 2.9. The fit function consists of one or multiple steps described by Fermi-



53

0 10 20 30 40 50
Drift Time [µs]

−20

0

20

40

60

80

100

A
m

pl
itu

de
 [A

D
C

 c
h.

]

Anode
Filter A
Filter B

 

0

20

40

60

80

100

A
m

pl
itu

de
 [r

el
at

iv
e 

un
its

]

      

Anode signal

 
0

10

20

30
40

      

Y−signals

−10
0

10

20

30
40

      

0 10 20 30 40 50
Drift Time [µs]

A
m

pl
itu

de
 [r

el
at

iv
e 

un
its

]

X−signals

plot_waveforms_2steps.psJan 13, 2001 Uwe Oberlack

Figure 2.17: Anode signal recognition, here for a 2-step event, applying two
filters. Filter A determines the step position precisely, while filter B measures
the signal amplitude. Both values become start parameters for subsequent
waveform fitting. From Ref. (74).
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Dirac thresholds, an exponential decline, and a flat baseline. For a one-step
anode signal, the function is defined as follows:

f1(t) = a0 ·
(

1− 1

1 + exp{a2 (t− a1)}

)

· exp{−a3 (t− a1)}+ a4 (2.1)

where a0 is the signal amplitude, a1 is the step position measured at about
half height of the signal, a−1

2 describes the signal rise time, a−1
3 is the ex-

ponential decay time resulting from RC shaping in the preamplifier, and a4

is the baseline value. For n steps, the formula expands to a function with
2n + 3 parameters, since rise time, decay time, and baseline are the same
for all steps. The rise time is kept fixed at predetermined values, which vary
for the four anodes due to differences in signal shaping. The exponential
decay time is also fixed, at 135 samples. The baseline parameter a4 is deter-
mined for each event in a separate step before the waveform fit, to increase
fit stability and to prohibit undesired trade-offs between signal and baseline
determination for noisy signals. a4 is set to the average over a 30 samples
wide window at [−45,−15] samples before the initial estimate of the step
position. If the step position is less than 45 samples, the baseline is deter-
mined in the window [−(step position),−15]; the requirement of a reliable
baseline estimate led us to discard all events with anode signals within the
first 20 samples.
Since the ultimate goal of the anode fitting procedure is an accurate deter-
mination of the signal amplitude a0 (the z coordinate is more accurately
determined from the wires), the fit range is restricted to [−45,+60] sam-
ples around the initial position estimate, a region which entirely contains the
amplitude information. If the step position is less than 45 samples, the fit
window is reduced to [−(step position),+60] samples. The highest possible
step position inside the drift region is 195 samples, while the anode waveform
is sampled up to 248 samples; for step positions above 188 samples the fit
window is reduced to [−45, 248 − (step position)] samples. In case of mul-
tiple steps, the fit range is extended to the first step position −45 samples
and the last step position +60 samples. The ultimate figure of merit for
the goodness-of-fit is the accuracy in extracting the signal amplitude and is
evaluate in Sec. 2.1.8.
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Matching of wire and anode signals

In the next step, the identified and matched x- and y-signals are matched
with the recognized anode signals, based on drift time and a correspondence
of (x, y)-position and anode location. If all n signals match, the event is
stored as n/3-interaction event. If more anode signals are found, all anode
signals and all matching wire signals are stored, and the event is labeled
correspondingly. If more wire signals are found, we attempt to refit the
corresponding anodes with the additional steps, unless they are separated
from other signals on the same anode by less than 10 samples in drift time.
The anode step positions are restricted to a range of ±4.5 samples around
the y-wire position, plus an empirical drift time offset of 11–13 samples,
depending on the anode. If the anode fit is sufficiently improved and the
newly fitted anode steps exceed a minimum amplitude, the refit is accepted,
and the event is correspondingly flagged. Additional wire signals, for which
no anode signal above a preset threshold can be fitted, are considered noise
and removed. If there are signals that are too close in drift time to be
fitted on the same anode, the event is stored with all wire signals and the
matched anode signals, and labeled accordingly. Finally, if the number of
matching signals is smaller than both the number of wire signals and the
number of anode signals, the event is rejected, as it is assumed that the
event reconstruction failed. The refit of the anodes, using the wire signature,
enhances the detection efficiency (∼40% at 2 MeV).

Fig. 2.18 shows the absolute value of z-separation of steps after matching
of wire and anode signals. The requirement of a minimum separation of
10 samples for signals on the same anode results in a sharp edge in the
distribution. Comparison with Fig. 2.16 shows that the matching of anode
and wire signals has a more severe impact on resolving signals close in drift
time than the x/y-wire matching.

Output

The fraction of rejected/selected events, together with the specific reason for
rejection, is given in a log file at the end of the run, of which an example is
shown in Fig. 2.19. Those figures are very standard and usually reproducible
within ±10%. Selected events are sorted in different files according to their
anode and wire multiplicities, i.e. number of detected interactions on anodes
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Figure 2.18: z-separation of recognized signals with matching wire and anode
signals (88Y source).

and wires 9, and their fraction is written in the same log file and shown
in Fig. 2.20 for a 88Y source. It should be noticed that those figures are
extremely sensitive to specific experimental conditions, as source spectrum,
rate and on-line selections. The data files are IDL structures which contain
n entries for each event, where n is the maximum between anode and wire
multiplicity. The IDL structure contains 25 tags for each entry in the most
recent version. The 25 tags accommodate in a redundant way the x− ywire
and anode amplitude, position, timing etc.. This redundancy is usually very
welcome when data are further analyzed.

Performance evaluation

Speaking in general terms, the ideal analysis procedure for the LXeGRIT
TPC should extract all the essential information, i.e. energy and position
for each interaction, from raw data with the lowest possible energy threshold
and the finest position resolution, lowest and finest being the limits imposed
by the intrinsic energy resolution in LXe, electronic noise and granularity

9Anode and wire multiplicities are not required to be the same.
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Events read ...............: 9328 = 100.000%

Rej. cosmic rays ..........: 275 = 2.948%

Rej. pile-up evts (bad BL).: 789 = 8.458%

Rej. collect. region evts .: 1065 = 11.417%

Rej. # of sig. out of range: 2 = 0.021%

Rej. a/w matches < min(a/w): 286 = 3.066%

Rej. - fit failure ........: 13 = 0.139%

Rej. wide wire signal evts.: 1156 = 12.393%

Rej. - other errors .......: 0 = 0.000%

Selected - all ............: 5742 = 61.557%

Figure 2.19: Fraction of rejected/selected events, together with the specific
reason for rejection, as in the log file at the end of the run.

Selected [%], relative to all selected events:

0 Wsig 1 Wsig 2 Wsig 3 Wsig 4 Wsig

0 Asig 1.498 0.017 0.017 0.000 0.000

1 Asig 2.264 45.367 8.168 2.786 0.366

2 Asig 0.157 3.448 22.431 4.545 0.784

3 Asig 0.035 0.174 1.324 3.884 0.923

4 Asig 0.000 0.035 0.035 0.244 0.540

Figure 2.20: Fraction of selected events according to their anode (Asig) and
wire (Wsig) multiplicities.
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of the readout electrodes. The ideal algorithm should also be stable against
different experimental conditions (input energy spectra, electronic noise) and
fast. The analysis procedure described has been tested over the period 1999-
2002 on a variety of data sets, including data from two different balloon
flights, always giving an excellent performance. The time to analyze one
event is ∼0.05 s, which is fast enough to perform data analysis in real time,
thus meeting our requirements.

Here I define three figures of merit to evaluate the performance of the
analysis procedure:

1. its impact on energy resolution and calibration;

2. its impact on position resolution;

3. lowest energy threshold.

Energy resolution
Spectroscopy with LXeGRIT is described in a detailed manner in Sec. 2.2.3;

the energy is derived from the amplitude of the anode signal through the fit-
ting procedure described in Sec. 2.1.8. To study the impact of the off-line
analysis procedure on it, I break down the energy resolution in three pieces

σtot = σLXe ⊕ σel ⊕ σother

where ⊕ means sum in quadrature. σLXe is the intrinsic energy resolution
in LXe for a drift field of 1 kV/cm; it is known to be ∼3.5/

√
E % (4). σel

comes from electronic noise on the anodes, which is independently measured
(Sec. 2.1.5) and does not depend on energy. σother accounts for everything
else than σLXe and σel, therefore including inaccuracies introduced by the
fitting procedure.

As shown in Sec. 2.2.3, the energy dependence of the energy resolution
over the energy range 0.5-4.2 MeV is very well described by

∆E[MeV] (FWHM) =
√

6.7 · 10−3 · E[MeV ] + 3.6 · 10−3

where the term 6.7 · 10−3 ·E accounts for σLXe = 3.5% and the energy inde-
pendent term accounts for the electronic noise, ∼60 keV FWHM. Therefore,
σtot is satisfactorily described setting σother ≡ 0 without too much room
for any significant contribution. Moreover, the energy calibration over the
same energy range is perfectly linear, ruling out any undesired dependence
on amplitude. �



59

0.0 0.5 1.0 1.5 2.0 2.5
Energy [MeV]

0

20

40

60

80

100

 

missing wires

0.0 0.2 0.4 0.6 0.8 1.0
Energy [MeV]

0.0

0.2

0.4

0.6

0.8

1.0

ef
fi

ci
en

cy
 f

or
 m

at
ch

in
g 

w
ir

e

Figure 2.21: Left: energy spectrum for a 88Y source for events with one
anode signal and one or no matching wire signal; superimposed dashed line
the energy spectrum for events with no matching wire signal. Quite clearly,
wire signals are missed only below 0.5 MeV. Right: ratio of events with one
matching anode and (x/y-matched) wire signal over the sum of all events
with one anode signal and one or no matching wire signal.

Position resolution
The wire structure allows a ∼mm position resolution; naively, 3/

√
12 =

0.85 mm considering the wire pitch and an interaction seen on one wire only.
Since even a pointlike interaction may induce detectable signal over two or
more wires, the actual response is slightly modified. It will be shown in
Sec. 2.2.2 that such resolution is well achieved in LXeGRIT. �

Energy threshold
The energy threshold for each interaction is eventually determined by the

wires, which have a worse signal-to-noise ratio than the anodes. Given the
higher sensitivity of the anodes for single charge signals, the efficiency for
finding/matching wire signals can be estimated as the relative probability of
finding a matched wire signal for all events with a single-step anode signal.
As shown in Fig. 2.21, the efficiency is 55% at ∼150 keV, 90% at ∼250 keV
and rapidly saturates above that energy. In Sec. 2.1.5 it was shown that
the signal/noise ratio is 3σ at 150 keV. This holds true if the interaction
happens exactly at the wire location; for an interaction between two wires
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(see Fig. 2.7 ) the 3σ level will be higher, ∼220 keV. At this point we still
have to match the x- and y-signals, which again would reduce the expected
efficiency. The measured efficiency at 150 keV for wire thresholds ∼3σ above
the noise level is therefore compatible with expectations. �

2.2 Results and performance

2.2.1 Measurement of the electron lifetime

A measurement of the lifetime of free electrons before recombination is the
customary choice for determining the purity of a LXe sample, or its contam-
ination due to electro-negative impurities.
The simple relation

Qdet = Q0 · exp(−
z

λatt

) (2.2)

describes the detected charge Qdet, given an initial charge Q0 at a distance
z from the collection point. The parameter λatt is the attenuation length for
electrons drifting in LXe, i.e. the electron lifetime τel times the drift velocity
in LXe (typically vdrift ∼2 mm/µs).

Given a γ-ray line, the procedure consists in measuring the amplitude
corresponding to the photo-peak for different z (i.e. drift time) slices, as
shown in Fig. 2.22 for six z slices, about 1 cm each. A collimated 137Cs source,
which gives 0.662 MeV γ-rays, has been used for this measurement, but the
procedure is very general and can be extended to virtually any calibration
source. The photo-peak amplitude decreases of about 8% over the full 7 cm
drift length. The dependence of the photo-peak amplitude on z is then
fitted with Eq. 2.2 to yield λatt, i.e. the electron lifetime. This constitutes
a very direct measurement, more sensitive and more “visual” than the one
using muons crossing the chamber (for a description of this procedure see
Refs. (26; 27)), which can not reliably measure λatt when it is much larger
(ten times in the present case) than the maximum drift length.
The scatter plot of the amplitude of the 137Cs events vs. drift time at 1 kV/cm
is also shown in Fig. 2.22, for single-site events. The enhancement seen in
correspondence to the 662 keV full energy peak (FEP) moves to lower pulse
heights for longer drift time. Superimposed, the photo-peak amplitude for
the six z-slices and the fit with Eq. 2.2. The measured drifting electron
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Figure 2.22: LXe purity measurement. Left: energy spectrum for a colli-
mated 137Cs source (0.662 MeV) for six different z-slices of the fiducial vol-
ume, each of them 1 cm thick. The z-center of the slice is written in the
upper-right corner, the fitted amplitude of the photo-peak in in the upper-
left corner. As expected, smaller amplitudes correspond to larger z. Right:
scatter plot of the amplitude vs. drift time for the same source. Superim-
posed, the photo-peak amplitude for the six z-slices (open diamonds) and
the fit with Eq. 2.2; error bars are smaller than the plot markers.

lifetime is about 340 µs; given a drift velocity of 2 mm/s for electrons in LXe
at 1 kV/cm, this lifetime corresponds to an attenuation length of ∼70 cm,
to be compared with the 7 cm maximum drift length in our detector.
Even having obtained an extremely pure medium, the loss of drifting charge
due to electro-negative impurities still introduces a variation of few percent in
the amount of collected charge, thus undermining the final energy resolution.
In the present case, a variation of 8% over the drift region would completely
spoil the energy resolution of ∼12% FWHM at 0.662 MeV. A correction for
attachment to impurities is then applied during the event reconstruction on
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an event-by-event basis, removing the dependence of the signal amplitude
on the distance from the anode and so significantly improving the spectral
performance. Such a correction is assumed everywhere in the following.

2.2.2 Position resolution and 3-D imaging capability

The interaction location in the LXeTPC is obtained from the wire signa-
ture. Since the wire pitch is 3 mm, a spatial resolution of about 1 mm (i.e.
3/
√

12) in the x−y directions can be safely assumed, and it is experimentally
confirmed. See for example Fig. 2.23 which shows the image of the γ-beam
from a collimated 137Cs source on top of the TPC, both in x− y and in the
x − z views. A lead collimator 15 cm thick, composed by three separated
lead bricks each of them 5 cm thick, with a conical hole such to give a 2 mm
diameter beam was used to collimate the γ-rays. The z-coordinate offers
a finer resolution, of about 0.35 mm, as shown in Fig. 2.24. The spatial
resolution on the z-coordinate is measured as the difference between the z-
position from the x and y wires for the same interaction. The z-distribution
of photoabsorbed events from the same collimated 137Cs source is shown in
Fig. 2.25, well reproducing the exponential attenuation for 0.662 MeV pho-
tons. This spatial resolution fulfills the requirement of a fine grained CT,
where a typical separation between interactions is in the cm range and the
linear extension of the charge cloud due to MeV energy deposits is typically
less than 1 mm.

2.2.3 Spectroscopic performance of the LXeTPC

The spectroscopic response has been tested for γ-rays in the energy range
from 0.5 to 4.4 MeV for various event multiplicities, irradiating the LXeTPC
in different detector configurations and for a broad variety of source rates
and positions. In this section we show energy spectra for 22Na and 88Y γ-
ray sources and for an Am-Be γ-ray/neutron source; energy spectra for a
137Cs source has been shown in Sec. 2.2.1. The large amount of information
available for each γ-ray event allows a detailed spectral analysis. The precise
knowledge of the event topology suggests a separate analysis for events with
different interaction multiplicity, namely 1-, 2-, 3-, 4-site events. Higher
multiplicities are largely suppressed, as shown in Sec. 3.3.1. 1-site events,
albeit being of no use for Compton imaging, are useful in characterizing
the spectral performance of the LXeTPC, especially for γ-ray energies below



63

−15 −10 −5 0 5 10 15
X−Position [mm]

−15

−10

−5

0

5

10

15
Y

−
P

os
iti

on
 [m

m
]

0 1
0.0

0.2

0.4

0.6

0.8

1.0

0 50 100 150 200
X−Position [mm]

0

20

40

60

Z
−

P
os

iti
on

 [m
m

]
Figure 2.23: Image of the γ-beam from a collimated 137Cs source on top of
the TPC.Left: projection in the x − y plane. The coordinates have been
re-defined in order to have the source image centered at x = 0, y = 0. Right:
side view (x− z plane) of the same γ-beam.

1 MeV where they constitute the largest fraction of the fully absorbed events.
They proved very useful in assessing the γ background rate in the LXeGRIT
detector at balloon altitude (see Ch. 6 and Ref. (34)). A good performance
for multi-site events is of the utmost importance for a Compton telescope.
Even leaving aside the topic of Compton imaging, these event categories
offer interesting properties for spectral analysis. In fact, summing up the
amplitudes of separate interactions occurring at the same time, a greatly
enhanced peak-to-Compton ratio can be obtained (somewhat resembling the
so called “sum-coincidence mode” (see for example Refs. (59; 29)).

• Fig. 2.26-left shows the 1-site energy spectrum for a tagged 22Na source
(see Sec. 3.3.3). Since an external trigger is used in this configuration,
the resulting energy spectrum does not depend on the light trigger ef-
ficiency. In this tagging scheme the 1.275 MeV γ-rays are reduced to a
negligible level.
Fig. 2.26-right shows the 2-site energy spectrum for the same 22Na
source, this time triggering on the LXe scintillation light, without ex-
ternal tagging. The two lines at 0.511 MeV and 1.275 MeV are now
clearly detected, and the ratio of events in the two full energy peaks
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Figure 2.24: Left: difference between the z-position as determined from the
x and y wires; the distribution has been arbitrarily centered at zero. This
constitutes a direct measurement of the spatial resolution in the z-direction.
Right: difference between the z-position from the x-wires and the anode. The
distribution is broader since the determination of z on the anode (through a
fit of the waveform) is less precise.

agrees with expectation (see Ch. 3) 10 . The “tail” on the right side of
the 1.275 MeV line is due to pile-up events, where one 0.511 MeV and
one 1.275 MeV photon, simultaneously emitted, interact in the active
volume at the same time.
In both cases data were taken in 1999 flight configuration (Appendix
A).

• Fig. 2.27 and 2.28 show 88Y energy spectra for 1- and 2-site events. In
the case of Fig. 2.27, the γ-source was placed at 3 m from the detec-
tor, on axis, in 1999 flight configuration. In the case of Fig. 2.28, the
γ-source was placed at 1.5 m from the detector, 30◦ off-axis, and data
were taken in 2000 flight configuration and the light trigger efficiency
has a larger impact on the spectral shape, greatly depleting the low
energy part.

10One has to remember that the 22Na source simultaneously emits two 511 keV and one
1275 keV photon, so that a similar number of events is expected in the two lines.
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Figure 2.25: z-distribution for a collimated 137Cs source sitting on top of the
LXeTPC. Events in the full energy peak has been selected; superimposed
(dashed line) the exponential attenuation for 0.662 MeV photons. The slight
discrepancy at z ∼ 60 mm is mainly due to the z dependent light trigger
efficiency, which is not corrected for.

In this case we selected (off-line) one fourth of the detector, correspond-
ing to one anode out of four. The efficiency in detecting the 0.898 MeV
line is essentially the same in the two datasets, while the efficiency for
the 1.836 MeV line is twice as large in the 2-site sample. This is, again,
quite consistent with expectations. To explain the ratio between the
two lines a more detailed detector model has to be used, accounting
for the energy dependence in the detection efficiency described in Ch. 3 .

• Fig. 2.29-left shows an Am-Be energy spectrum, combining multiplic-
ities up to 3: since the cross-section for pair-production is large at
4.4 MeV, the single and double escape peaks (3.92 MeV and 3.41 MeV)
are the dominant features; the full energy peak is also well identified.
These three features enter in the energy calibration, usefully extending
the energy range. At energies above 4 MeV bremsstrahlung plays a non
negligible role in LXe 11 and it accounts for extended low energy tails

11The critical energy Ec, above which bremsstrahlung dominates ionization as an energy
loss mechanism for electrons, is 11 MeV in LXe, but the energy spectrum is significantly
modified for energies as low as 4 MeV.
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in the energy peaks. Fig. 3.19-right separately shows the 1-site and the
multi-site energy spectra. The double-escape peak is very prominent
in the 1-site spectrum, while the full energy peak goes almost unde-
tected. The efficiency for containment is much enhanced in multi-site
spectrum.
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Figure 2.26: Left: 0.511 MeV line from a 22Na source tagged source, 1-
site events. The spectrum has been fitted fitted with a gaussian plus a
second order polynomial to account for the underlying background; the mean
and r.m.s. of the gaussian are shown in the inlet, together with the ∆E/E
(FWHM). Right: 0.511 MeV and 1.275 MeV lines from a 22Na source source,
2-site events.

Energy resolution and calibration

The starting point for the energy calibration are the energy spectra for 1-site
events and the lines used for calibration are given in Table 2.1. In 1999 2-site
events from 88Y (single escape peak) and Am-Be 2-site and 3-site events have
been used too. Each of the four anodes is independently calibrated. Each
line is fitted with a gaussian plus a second order polynomial to account for
the underlying background and the line position and spread come from the
mean and variance of the gaussian. Several examples of such a procedure are
shown in Figs. 2.26 - 2.28. This procedure could not be applied in the cases of
88Y single escape peak, Am-Be single escape peak and Am-Be Compton edge,
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Figure 2.27: 88Y (0.898 and 1.836 MeV) 1-site (left) and 2-site (right) energy
spectra.

because the “line profile” was not well reproduced by a gaussian. In these
cases the maximum was used instead of the mean of the gaussian, bypassing
the fitting procedure.

The energy calibration, i.e. finding the conversion factors from ADC
ch. to MeV, is readily obtained, showing a very good linearity in the 0.5-
4.5 MeV energy range. For multi-site events, the amplitude associated with
each interaction is transformed from ADC ch. to MeV according to the 1-
site calibration, and the total energy is then found summing up the various
interactions. This is important for LXeGRIT, because not only the total
energy is needed but also the energy for each interaction. This procedure
works well and line energies for 1-site and multi-site events coincide within
uncertainties, i.e. better than 1%.
The energy resolution is then obtained using the same lines, but excluding
the ones not reproducible through the gaussian fit; the 60Co doublet has also
been excluded, because of limited statistics.
The energy dependence of the energy resolution was then fitted using

∆E/E(FWHM) =

√

P 2
1

E
+
P2

E2

where P1 accounts for the intrinsic energy resolution which should come from
the statistics of charge carriers in LXe and should account for the 1/

√
E
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energy [MeV] source 1999 2000

0.511 22Na yes yes
0.662 137Cs yes no
0.898 88Y yes yes
1.173∗ 60Co no yes
1.275 22Na yes yes

1.325a,∗ 88Y yes no
1.332∗ 60Co no yes
1.465 40K no yes
1.836 88Y yes yes
3.41a,∗ Am-Be yes no
3.92b Am-Be yes no
4.18c,∗ Am-Be yes no
4.43 Am-Be yes no

Table 2.1: Energy lines used for calibration of the LXeTPC in 1999 and 2000.
All the lines are measured as FEP with the exception of: ( a ) single escape
peak; ( b ) double escape peak; ( c ) Compton edge. Lines marked as ( ∗

) have not been used to determine the energy resolution because of limited
statistics (60Co doublet) or because the line profile was not well reproduced
by a gaussian (88Y and Am-Be single escape peaks, Am-Be Compton edge).
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Figure 2.28: 88Y (0.898 and 1.836 MeV) 1-site (left) and 2-site (right) energy
spectra.

dependence expected from Poisson statistic; the second term, P2, should ac-
count for contributions which are independent of energy, i.e. it is a noise
term. In principle it should parameterize different contributions: electronic
noise, errors in fitting the anode wave function (which can be energy depen-
dent, in principle), shielding inefficiencies of the electrode structure etc. In
practice it is well accounted for considering the electronic noise only (60 keV
FWHM corresponds to about 1000 ENC, as in Ref. (6).
This value of the energy resolution is in good agreement with previous mea-
surements in LXe at the same drift field (1 kV/cm), usually performed with
gridded ionization chambers of lesser fiducial volume

Higher interaction multiplicities

The energy spectrum from 3-site events is shown in Fig. 2.31, from the same
data-take as Fig. 2.28. The requirement of at least 3 interactions greatly
reduces the efficiency below 1 MeV, as expected for an energy threshold of
∼150 keV on each interaction. On the other hand, requiring 3 interactions
enhances the fraction of independent γ-rays interacting in the fiducial volume
within the same 50 µs time window, i.e. the pile-up events. For this specific
data-take, a rough estimate of the pile-up rate (rpile−up) is given as

rpile−up = r2
source · twindow = (3 kHz)2 · 50µs = 450 Hz
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Figure 2.29: Am-Be (4.42 MeV γ-ray source) energy spectrum for 1-, 2-, 3-
site events combined. The most prominent feature is the single-escape peak
(3.92 MeV). The full energy peak and the double escape peak are clearly
detected, too.

where rsource is the rate of γ-rays impinging on the detector from the source
and twindow the time-window within which two events are piled-up. This
rough estimate of the pile-up fraction (∼15%), which does not account for
trigger efficiency and multiplicity effects, makes clear that a sizeable number
of pile-up events is actually expected. One should notice that the situation
is different in the 22Na data discussed previously, where photons are actually
emitted at the same time; in the present case the pile-up fraction is mainly
due to the modest efficiency of the light trigger system, which misses one of
the two photons and does not send any ABORT signal.
Since the attenuation length in LXe for 1 MeV photon is ∼5 cm, interactions
from a single photon are usually clustered in a relatively small region of the
fiducial volume and we can exploit the 3D imaging capability of the TPC to
identify events spread over a larger region and reject them as due to pile-up
of independent γ-rays.
A further step in exploiting the imaging capability of the LXeTPC consists

in selecting, out of a multi-site event, those interactions which come from
one single γ-ray and which come from different γ-rays. In the specific case of
LXeGRIT, we have four quasi-decoupled sub-detector, each one correspond-
ing to a single anode and a single PMT delimiting a x − y quadrant, about
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Figure 2.30: Left: the linearity plot for ADC ch. vs. MeV for both the
1999 (open diamonds) and the 2000 (crosses) setting. The gain in year 2000
was about twice the gain in 1999. Right: energy resolution versus energy,
showing the 1/

√
E dependence expected from Poisson statistic corrected by

a constant term.

10×10×7 cm3 in volume, i.e. still sizeable to fully contain the multiple in-
teractions of a single γ-ray but scaled down enough to largely reduce the
pile-up rate. An example of such a procedure, applied to 4-site events from
an 88Y source, is given in Fig. 2.32. In this sample three interactions (a, b,
c) are detected on a single anode while the fourth one (d) is detected on a
different anode. When the four amplitudes are summed up (dotted line) no
energy line is clearly detected; discarding now interaction d and summing up
the amplitudes for a, b and c, a more typical 88Y spectrum is recovered, with
the two lines (0.898 and 1.836 MeV) clearly visible (continuous line).

Wires

The spectroscopic response from the x and y wire planes is shown in Figs. 2.33
and 2.34 for the same 88Y and Am-Be data takes already used in Figs. 2.28
and 2.29. The better energy resolution achieved using the anode amplitudes
is all but too apparent. The energy resolution is degraded by a factor of
∼3, due to the worse signal-to-noise ratio, to the combination of several
wire signals to obtain the energy deposit in a single interaction, to the less
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Figure 2.31: 88Y (0.898 and 1.836 MeV) multi-site energy spectrum. Right:
All events (dotted line) and after selections described in the text (full line).
Left: One anode only, to be compared to Fig. 2.28.

than perfect wire-by-wire calibration and to the still not completely opti-
mized off-line analysis. A better off-line analysis would doubtlessly improve
the spectroscopic performance, but combining several signals, together with
their electronic noise, unavoidably degrades the energy resolution. In fact,
the wires are not used for spectroscopy but only to precisely locate the in-
teraction, and there is no stringent requirement on their performance. It is
anyway clear that spectroscopy with four anodes only instead of 62+62 wires
is easier and more effective, both in principle and in practice.

Conclusions

In this chapter, the LXeTPC of the LXeGRIT instrument have been de-
scribed, together with results about its efficiency, energy resolution and spa-
tial resolution which completely characterize its performance:

• the LXeTPC gave a reliable performance through several experiments;

• the energy resolution is better than 10% FWHM at 1 MeV, includ-
ing electronic noise, which is perfectly consistent with the best results
obtained with LXe ionization detectors;
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Figure 2.32: Energy spectrum for 4-site events for an 88Y source. The dotted
line shows the original energy spectrum when all the four amplitudes have
been summed up. No energy line is clearly detected. The continuous line
shows the energy spectrum for the same set of events, in which only three
amplitudes have been summed up. The two lines (0.898 and 1.836 MeV) are
now clearly visible. The fourth interaction has been rejected because of a
large spatial separation from the other three.

• each interaction is visualized in three dimensions with a spatial resolu-
tion of 1 mm or better.

This set of results constitutes a world record for the LXeTPC technology.
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Figure 2.33: Left: Energy spectra for 1-site and 2-site events from a 88Y
source, as derived from wire amplitudes (averaged x- and y-signal). Right:
Scatter plot of wire amplitudes (averaged x- and y-signal) vs. anode ampli-
tudes, after energy calibration.
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Figure 2.34: Left: Energy spectra for 1-site and 2-site events from an Am-
Be source, as derived from wire amplitudes. Right: Scatter plot of wire
amplitudes (averaged x- and y-signal) vs. anode amplitudes.
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Chapter 3

LXeGRIT: response to MeV
γ-ray

Introduction

The present chapter offers a detailed study of the response of the LXeGRIT
instrument to MeV γ-rays, based both on experimental data and an extensive
use of Monte Carlo (MC) simulations. I will focus on a set of data taken
during the preparation of the flight in Oct. 2000.

The chapter is organized as follows:

a. Sec. 3.1: here I introduce a precise and hopefully clear definition of
response for LXeGRIT.

b. Sec. 3.2: the MC simulation of LXeGRIT is described, as it is a neces-
sary tool.

c. Sec. 3.3: the detection efficiency in its various parts is described; as
it will be clear, the detection efficiency constitutes the crucial part in
modeling the response of the instrument.

d. Sec. 3.4: a specific example of efficiency’s calculation is worked out
step-by-step.
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3.1 Definition of the problem

Throughout this chapter, LXeGRIT will be dealt with as an imaging calorime-
ter but I will stop short of discussing the key issue of imaging MeV γ-ray
sources, which is dealt with in Ch. 4. Experimentally, the problem we are
facing is described by

f(E, n) =

∫

R(E, n | Eγ , ~r)fsource(Eγ, ~r)dEγd~r (3.1)

where:

1. f(E, n) is the energy (E) spectrum we measure for a given multiplicity
(n).

2. fsource(Eγ, ~r) describes the γ-ray flux; it varies from a δ-function both
in energy (Eγ) and position (~r), if it describes a mono-energetic point-
like source at infinite distance, to any function of ~r, accounting for the
geometry of the source and the angular dependece of the flux, and Eγ ,
for continuous emission.

3. R(Eγ, ~r | E, n) is the response function, at this point just a definition.

A little digression is useful here, to define the interaction multiplicity.

Interaction Multiplicity

The concept of interaction multiplicity will be ubiquitous throughout this
thesis and it already poked its head out in the previous chapter. It can be
naively thought about as the number of interactions a γ-ray undergoes in
the detector, the ideal interaction chain being: Compton scatter - Compton
scatter - ... - photoabsorption. In practice the operative definition of interac-
tion multiplicity is the number of interactions that are detected above some
energy threshold and spatially resolved, and events are classified accordingly
as 1-site, 2-site, ..., n-site events. The concept of multiplicity is obviously
important for a CT, for at least two interactions are required to perform any
Compton imaging, but it should be clear that it is almost meaningless with-
out specifying the actual detection device. E.g., a 2-site event in LXeGRIT
has almost nothing to do with a 2-site event in COMPTEL.
It should be equally clear that the ideal interaction chain is highly unlikely
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at high energies (above few MeV), where the dominant interaction process
is pair production and secondary bremsstrahlung photons are not negligible.
�

Now back to the response function. Given a point-like, mono-energetic
source at a known location, R(Eγ, ~r;E, n) is by definition the measured en-
ergy spectrum for a given multiplicity. Quite obviously the inverse problem,
i.e. to find fsource(Eγ , ~x) once f(E, n) is given, is more often the interesting
one (see for example Ch. 6 and Ref. (34)). To tackle Eq. 3.1 in its entirety is
not advisable; in fact, written as R(Eγ, ~r;E, n), the response function hides
several intermediate steps.
A more fruitful approach is to follow each γ-ray through the detection pro-
cess, subdivided into five independent steps:

1. the γ-ray is tracked through the detector mass model; this step accounts
for the solid angle, for possible interactions in the passive materials
surrounding the LXeTPC and for interactions in the active volume.
This first step requires a MC simulation; at the end of it, the γ-ray with
initial energy Eγ and direction ~r is changed into an array containing
energy loss and 3D location for each interaction: (E ′

1, ~x
′
1; ...;E

′
m, ~x

′
m),

where m is the interaction multiplicity. (Sec. 3.2)

2. interactions in the active volume are extracted from (E ′
1, ~x

′
1; ...;E

′
m, ~x

′
m),

a minimum energy is required in each interaction, each energy deposit is
smeared according to the measured energy resolution, interactions too
close in space to be resolved are clustered as a single interaction and
their energies summed up. Eventually a new array (E1, ~x1; ...;En, ~xn) is
produced, with the detected multiplicity n ≤ m by definition. (Sec. 3.2
and Sec. 3.3.1)

3. the probability P1 to trigger the TPC, i.e. to give a PMT signal above
threshold, is calculated for each event, as a function of energy and
position for each interaction. (Sec. 3.3.3)

4. the probability P2 to pass the second level trigger is calculated for each
event, as a function of the total energy E =

∑n
1 Ei and the multiplicity

n. (Sec. 3.3.3)

5. additional contributions which come from the detector dead time (mainly
ascribable to the DAQ system) and more off-line data analysis behave
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like an overall normalization factor and do not need to be applied event-
by-event. (Sec. 3.3.2 and Sec. 3.3.4)

Following these five steps, Eq. 3.1 can be re-written as

(E ′
1, ~x

′
1; ...;E

′
m, ~x

′
m) = R1(E

′
1, ~x

′
1; ...;E

′
m, ~x

′
m | (3.2)

Eγ, ~r)⊗ (Eγ , ~r)

(E1, ~x1; ...;En, ~xn) = R2(E1, ~x1; ...;En, ~xn | (3.3)

E ′
1, ~x

′
1; ...;E

′
m, ~x

′
m)⊗ (E ′

1, ~x
′
1; ...;E

′
m, ~x

′
m)

(E1, ~x1; ...;En, ~xn;P1) = R3(P1 | E1, ~x1; ...;En, ~xn)⊗ (3.4)

(E1, ~x1; ...;En, ~xn)

(E1, ~x1; ...;En, ~xn;P1;P2) = R4(P2 |
n
∑

1

Ei, n)⊗ (3.5)

(E1, ~x1; ...;En, ~xn)

and eventually Eq. 3 is recovered combining a proper number t of events, as

f(E, n) = R5 [(E1, ~x1; ...;En, ~xn;P1;P2)i]i=1,...,t (3.6)

The rest of the chapter will explain how this procedure is practically imple-
mented and how it is validated.

3.2 Monte Carlo simulation of the LXeGRIT

detector

A careful description of the LXeGRIT instrument cannot be given setting
aside the valuable insight obtained through a detailed MC simulation of the
detector. It provides valuable knowledge of the different interactions γ-rays
in the 0.5-10 MeV energy band undergo in the detector, and gives a clear
picture of the impact of passive materials and full energy containment. It
can be used to reliably cover energies and flux configurations (e.g. extended
sources with specific angular dependences) which are not directly available
from radioactive sources in the laboratory. MC studies of the performance
of the LXeGRIT instrument have been based on the GEANT 3.21 detector
simulation package (46). Each γ-ray is tracked through a detailed mass model
of the detector, describing all the constituent parts.
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3.2.1 Mass Model

The mass model implemented in the MC simulation is essentially a slavish
codification of the LXeTPC, its cryostat and vacuum vessel as described
in Sec. 2.1; the readout electrodes, the PMTs and the boxes housing the
front-end electronics have not been introduced in the simulation since they
are peripheral with respect to the LXeTPC fiducial volume and their mass
is rather negligible. The mass model, as encoded in the MC simulation, is
shown in Fig. 3.2. Notice, in the lower panel, some of the support structure;
in particular the chamber plate, made out of aluminum with a thickness of
2 cm.

Up to this point the gondola has been neglected. This is very much ac-
ceptable while dealing with sources which irradiate the LXeTPC from above,
as it is always the case in laboratory experiments, since the LXeTPC sits on
top of the gondola. This is most likely a bad assumption when a large frac-
tion of the γ-ray flux comes from below the LXeTPC, as it is case for the
atmospheric γ-ray flux (see Ch. 6 and Ref. (34)). For a description of the
gondola as in the 1999 balloon flight, see Ch. 5 and Ref. (9). The gondola
itself underwent only minor changes in view of the 2000 flight. The most rel-
evant change was the removal of the massive NaI shields which surrounded
the LXeTPC in 1999. A picture of the LXeGRIT payload, ready for the 2000
balloon flight, is shown in Fig. 3.1.

The model described in the following refers to the configuration in year
2000. The exact encoding of the gondola structure and of various pieces of
equipment was not pursued, since it would have been overly intricate and
unnecessary. In fact what is ultimately relevant is the amount of passive
materials γ-rays have to cross on average before hitting the active volume.
The gondola may be thought of as a truncated cone, 102 cm high with a
diameter of 183 cm at the bottom and a diameter of 122 cm at the top, while
the top is 38 cm from the chamber plate. The various components of the
equipment are rather evenly distributed and the most abundant material is
by far aluminum. A simplified model has been implemented, using parallel
“disks and donuts” at three different locations in z:

1. an aluminum disk of 183 cm diameter and 3.5 cm thickness, at a dis-
tance of 140 cm from the chamber plate along z;

2. an aluminum disk of 152 cm diameter and 1.7 cm thickness, at a dis-
tance of 89 cm from the chamber plate along z;
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Figure 3.1: The LXeGRIT detector in flight configuration. The cryostat en-
closing the LXeTPC is only partially visible in the upper part of the picture,
hidden behind the boxes of the front-end electronics. On the right, the bat-
tery stack is visible; on the left (bottom) the rack of the LXeTPC digital
electronics; on top of it, 2×36 GB data disks and more electronics.



81

3. an aluminum donut of 122 cm external diameter, 61 cm internal diam-
eter and 1.4 cm thickness, at a distance of 38 cm from the chamber
plate along z;

4. a steel disk of 61 cm diameter and 1 cm thickness, at a distance of
38 cm from the chamber plate along z.

Its main features are shown in Fig. 3.3. The accuracy of this model of
the gondola is expected to be completely adequate when the γ-ray flux is
azimuthally symmetric, or the spinning of the instrument around the z-axis
washes out any azimuthal dependence. Unfortunately this expectation could
not be tested experimentally. In practice, the gondola is needed in the MC
simulation only for the atmospheric γ-ray flux, and in that case the dominant
uncertainty is on the flux itself.

By way of an example, in this mass model:

• a γ-ray coming from above along the z-axis will cross the following pas-
sive materials: 5 mm of stainless steel (vacuum vessel thinned window),
2 mm of stainless steel (cryostat thinned window), 5 mm of passive LXe
above the cathode, 5 mm of ceramic (cathode);

• a γ-ray coming from below along the z-axis will cross the following
passive materials: 52 mm of aluminum (gondola), 10 mm of stainless
steel (gondola), 10 mm of stainless steel (vacuum vessel), 20 mm of
stainless steel (cryostat), 36 mm of passive LXe below the grid.

The radiation length is 2.6 cm in LXe, 7.5 cm in the ceramic of the cathode,
8.9 cm in Al and 1.8 cm in stainless steel. Passive materials amount to
less than 1 radiation length for γ-rays from above, and amount to several
radiation lengths for γ-rays from below. Obviously this is not a coincidence,
since interesting astrophysical objects shine on top of the TPC. �

For each interaction of a γ-ray tracked through the mass model, x-y-z
location, energy deposit and interaction type are recorded. Up to this point,
only the mass model of the detector and the physics of γ-ray interaction are
accounted for.

Other main effects are then introduced in this order:

1. treatment of the charge signal;

2. treatment of the light signal.
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Figure 3.2: 3D schematic of the mass model of the LXeTPC, as implemented
in the MC simulation. Top: the vacuum vessel, the cryostat and LXeTPC
fiducial volume (shaded area) with the cathode on top. Bottom: a more
intricate and detailed view. Notice the extended chamber plate and the four
“holes” for the PMTs at the bottom of the LXeTPC fiducial volume.

In some way, MC events are dealt with following the inverse path respect to
the real data.

The response of the TPC to a charge signal is parameterized in terms of
minimum energy threshold and minimum spatial separation required to con-
sider two close-by interactions mutually resolved, as derived from calibration
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Figure 3.3: Schematic of the mass model of LXeGRIT instrument, in the
x-z plane. The gondola has been modeled as if the mass was concentrated
in three planes. See text for explanations.

data (cfr. Sec. 2.1). I do not use MC events to generated digitized wave-
forms, which would be more accurate but is deemed to bring only a modest
advantage to be compared to a cumbersome implementation.

The best choice of the minimum separation in the x− y coordinates is a
normal distribution with mean value 5 mm, 3 mm RMS and a sharp minimum
of 4 mm, while on the z coordinate a normal distribution with mean value
4 mm, 1 mm RMS and a sharp minimum of 3 mm. A pair of interaction
must be resolved in x−z and y−z but can be confused in z or x or y. If this
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condition is not fulfilled the two interactions are clustered and considered as
one single interaction, with energy equal to the summed up energies. The
minimum energy threshold follows again a normal distribution with mean
value 150 keV, 40 keV RMS and a sharp minimum of 40 keV. This energy
threshold is applied to each single interaction (after clustering) and not to
the total energy loss in the fiducial volume. The minimum energy threshold
and minimum separation are given from the wire signals.
The deposited energy is then smeared according to the measured energy
resolution (Sec. 2.2.3) for anode signals

∆E[MeV] (FWHM) =
√

6.7 · 10−3 · E[MeV ] + 3.6 · 10−3

We can say that we mainly describe the wire response (which sets an energy
threshold higher than the anode one, together with providing a finer spatial
resolution) but for the energy resolution, given from the fitted anode signal.

The LXeGRIT trigger is described in Sec. 3.3.3 and here I anticipate its
implementation in the MC simulation. The efficiency of the light trigger is
mapped into a 4D - E, x, y, z - data space, as described in Sec. 3.3.3, and the
response of the light trigger system has to be applied to the MC data, where
we have, for each event we have E1, x1, y1, z1; ...; En, xn, yn, zn where n is
the event multiplicity. For each Ei, xi, yi, zi we have some “probability” to
trigger the detector. For 1-site events this is exactly what is needed, but for
multi-site events we have to figure out the trigger probability for the entire
event, i.e. n interactions combined. First of all, the 6 lookup tables (6 z-
slices) described in Sec. 3.3.3 are interpolated to give a 31×31 grid in the x−y
plane (∼6 mm granularity), so that the fiducial volume is now subdivided
in 31×31×6 cells. Together with the energy dependence, which is described
analytically, this map can be related to number of photoelectrons (p.e.) given
from each point in this 4-D data space, i.e. we obtain a position-weighted
energy which has a one-to-one correspondence to the number of p.e. for each
interaction. The actual procedure, while starting from this basic assumption,
is actually simpler. We know from the actual data that a PMT sees very little
of what is happening above a neighboring quadrant and for this reason we
can sum up the position-weighted energies in the same quadrant and combine
trigger probabilities as uncorrelated for events in different quadrants. At this
point we have, for each PMT, only one position-weighted energy and we are
back to the 1-site case. It is now straightforward to relate the position-
weighed energy to a proper statistical weight, named P1 in Sec. 3.1.
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The part of the detector response due to the SLT is introduced at this point
of the data analysis, parameterized vs. energy for each multiplicity, as shown
in Sec. 3.3.3.

This approach has been validated through detailed comparison with the
actual TPC data. The good accuracy in reproducing experimental data is
exemplified by the examples discussed in Sec. 3.4.

3.3 Detection efficiency

The overall efficiency of the LXeTPC to MeV γ-rays is the combination of
several diverse contributions:

1. passive materials and containment

2. DAQ deadtime

3. light trigger

4. on-line selections

5. off-line selections

3.3.1 Multiplicity, passive materials and containment

It is very practical to rely on MC techniques when dealing with this piece of
efficiency, for several reasons. All the other inefficiencies can be switched off,
i.e. efficiencies set to one; energies not accessible with γ-rays from calibration
sources and different source positions, not easily reproduced in laboratory
measurements, can be studied; ways to reduce efficiency losses due to passive
materials, lack of stopping power or other detector parameters can be studied
in great detail.

Results presented here are for a parallel flux of monochromatic photons
at normal incidence, impinging on the detector from above and covering the
whole sensitive area. The detector response is carefully described, but I ex-
plicitly avoid including the response of the light trigger, of the second level
trigger, of the DAQ and of the off-line data analysis.
The interaction multiplicity for 0.5, 1, 2, 3, 5 and 10 MeV photons after the
detector response described above is shown in Fig. 3.4. The same curves for
fully contained events are superimposed. It is already interesting to stress
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Figure 3.4: Interaction multiplicity for different energies (0.5, 1, 2, 3, 5,
10 MeV). The superimposed dashed histogram shows the interaction multi-
plicity for fully contained events.

that, while the single site events are the most numerous at all energies, the
fully contained ones are more easily found in the multi site sample for en-
ergies exceeding 1 MeV. The interaction multiplicity is reduced compared
to the number of interaction a γ-ray undergoes “on average” before escap-
ing the detector or being photoabsorbed. This reduction is due both to the
relatively high (150 keV) energy threshold and to the spatial confusion of
close-by interactions. While the energy threshold implies a neat loss of de-
tection efficiency, the effect of spatial confusion is a degradation of interaction
multiplicity, even if the total energy is still correctly measured (e.g. a photon
interacting twice can be detected as a single site event the total energy still
being the correct one). At energies above 5 MeV the detected multiplicity
may exceed dramatically the number of interactions of the original photon,
due to the presence of secondary bremsstrahlung photons.
The ratio contained / total is shown as a function of multiplicity in Fig. 3.5.
It is telling us that the multi-site sample, even when less efficient, is always
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Figure 3.5: Containment efficiency as a function of interaction multiplicity
for different energies (0.5, 1, 2, 3, 5, 10 MeV); as a general trend, for higher
energies the containment efficiency is lower and the containment efficiency is
improved for higher multiplicities.

providing a reduction of the Compton continuum and non-contained events,
i.e. a cleaner signal in terms of spectroscopy. As expected, the overall effi-
ciency for containment is decreasing as the initial energy increases.
The detection efficiency (here defined as full containment) for different event
topologies, as a function of energy, is shown in Fig. 3.6. On the left, ef-
ficiency when all the events are considered; on the right, after rejecting
bremsstrahlung and pair production events, which is relevant only for double
and multiple site events.
For, at this point, the detector model does not account for the light trigger
and other efficiencies, the estimated efficiency is obviously too optimistic,
and especially for γ-rays energies below 1 MeV it would be lowered by a
factor as large as (or larger than) 10 - see next. Nevertheless, this simplified
model still offers a useful guideline to interpret the results shown in the next
section and it provides us with a robust upper limit on the efficiency of the
detector, both for mere spectroscopy (Fig. 3.6 - left) and Compton imaging
(Fig. 3.6 - right). As a spectrometer, efficiencies for different multiplicities
can be summed up, while as a CT only efficiencies for double and multi site
events can be combined. These combined efficiencies are shown in Fig. 3.7 -
efficiency as a calorimeter is robust, once inefficiencies in Secs. 3.3.3-3.3.4 do



88

1 10
energy [MeV]

0.1

1.0

10.0

100.0

ef
fic

ie
nc

y 
[%

]

single−site evts
double−site evts

multi−site evts

1 10
energy [MeV]

0.1

1.0

10.0

100.0

ef
fic

ie
nc

y 
[%

]

single−site evts
double−site evts

multi−site evts

1 10
energy [MeV]

0.1

1.0

10.0

100.0

ef
fic

ie
nc

y 
[%

]

calorimeter
compton telescope

Figure 3.6: Detection efficiency as a function of energy for different multi-
plicities: +, 1-site events; ♦, 2-site events; �, 3-site events or higher multi-
plicities. Left: all γ-ray interactions considered. Right: pair-production and
bremsstrahlung events excluded.

not need to be considered. As a CT, the efficiency is grossly overestimated
even in that case, for multiple interactions have to be time-sequenced before
proceeding to Compton imaging (but see Ch. 4).
When a more quantitative comparison to the LXeGRIT data is required and
well defined experimental conditions have to be matched, more detailed mod-
els of the detector response, fully rendering the efficiency losses described in
Secs. 3.3.2-3.3.4, are applied.

In Fig. 3.8 the efficiency for sources at different angles from the vertical
(z-axis, in this case) is shown. It defines the field of view (FoV) of the instru-
ment, which is an important parameter for a CT. In some arbitrary way we
can define the FoV as the angular aperture in which the detection efficiency
is larger than 50% of the efficiency on-axis. In the present case the FoV is
about 50◦ or 0.4 2π sterad. Two main parameters determine the FoV: the ge-
ometrical area and the amount of passive materials in front of it, which varies
with the angle. Results shown in Fig. 3.8 are for a source with a power law
spectrum with spectral index -2, as is actually the case for the Crab Nebula.
It is very apparent that the main contribution comes from the reduction of
the geometrical area, from a maximum of 18.6×18.6 cm2 for sources on-axis
to a minimum of 7×18.6 cm2 for sources at 90◦. This trend is indeed mostly
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telescope mode, which requires multiplicity 2 or larger and no pair-production
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mode for 0.898 and 1.836 MeV (88Y) and 1.275 MeV (22Na); the details of the
efficiency measurement are given in Sec. 3.4. (+, calorimeter; ♦, Compton
telescope. )

energy independent. The impact of passive materials is on the other hand
quite energy dependent, because of the dependence on energy of the attenu-
ation length for photons - i.e. the effect is more pronounced for low energy
γ-rays. It is seen both in the left panel, where the requirement for contain-
ment enhances the dependence on the angle, telling the story of a larger (on
average) energy loss in passive materials before entering the fiducial volume,
and in the right panel, where the energy dependence (for contained events)
is shown for the energy bands 0.85-1 MeV, 1-3 MeV and 3-10 MeV.

3.3.2 Data acquisition

A detailed description of the DAQ for the LXeGRIT instrument has been
given in Sec. 2.1.6 and in Ref. (10). The total throughput of the DAQ
is limited to about 1.6 MB/s, restricting the event building rate to 40-50
events/s when data are taken in a mode that reads all information from
anodes and wires, providing a full image of the chamber (in this case the
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Figure 3.8: Detection efficiency as a function of the angular distance from the
zenith (detector coordinates), normalized for a source on-axis. The FoV of
LXeGRIT is defined by the maximum angular distance after which the detec-
tion efficiency drops below 50%. The decrease in efficiency is mainly due to
the decrease in geometrical area as it is seen from the source at larger angles.
Because of passive materials within the FoV and the relatively complicated
interaction sequence γ-rays undergo in the detector, a MC simulation has
been used. Photons have been generated following a power law spectrum
with index 2. Left: Considering all events interacting in the fiducial vol-
ume (+ and continuous line) and fully contained events (♦ and dotted line).
Right: Dividing the fully contained events in energy bands: 0.85-1 MeV (+
and continuous line), 1-3 MeV (♦ and dotted line) and 3-10 MeV(� and
dashed line).

event size is about 30 kB). The more usual data-taking mode transfers only
wire waveforms which crossed preset thresholds together with the four anode
waveforms and the maximum rate of built events increases to 200-400 Hz, the
actual value heavily depending on the selection parameters and the specific
source. The event size also depends on the selection parameters. For typical
settings, the average event-size is ∼5 kB.

In flight conditions the system was able to build about 300-350 events/s
out of a trigger rate of about 650 Hz, including a large fraction of non-γ
events (mainly charged particles). About 20% of the handled triggers were
typically accepted as valid events, resulting in a data throughput in the range
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of 0.4-0.5 MB/s sent via the transmitter or written on the on-board disks. In
laboratory conditions, where strong calibration sources are available together
with a very small rate of non-γ background, the final throughput data rate
can be three times as large. The large bandwidth of disk writing is usually
not filled up and therefore there is no further efficiency loss once an event
has been built.

The performance of the DAQ can be - and usually is - the main limiting
factor to the efficiency of LXeGRIT for many practical applications and
dictates selections at the trigger level, illustrated in Secs. 3.3.3, 3.3.3 and
3.4. The TPC itself, given a maximum time of about 40 µs needed to drift
and collect the ionization charge, is hardly dead-time limited in any realistic
situation.

A set of 16 counters registers all signals at various locations of the trigger
logic, providing a direct measurement of the DAQ livetime fraction, of the
various trigger and rejection rates.

3.3.3 Event trigger

Decisions at the trigger level are made necessary by the limited DAQ speed
which ultimately imposes an upper limit to the maximum rate of useful
events, i.e. events written to disk and made available for further analysis.
Once this upper limit is saturated, the final CT-efficiency can be improved
only being more selective and enhancing the fraction of multi-site events in
the final data sample.

The LXeGRIT event trigger works on two different levels: a first level
trigger (FLT) which requires a signal from the PMTs and a second level
trigger (SLT) which performs further selections based on the anode/wire
signature. Both the FLT and the SLT are described in greater detail in
Sec. 2.1.7.

The FLT allows a fast (∼ns) decision without keeping the DAQ busy,
which is very useful when dealing with high rates. For the light trigger sys-
tem provides an extremely poor energy resolution and is blind to multiplicity,
it is very difficult to tune in order to select specific event categories. The
experience gained during the 1999 balloon flight clearly demonstrated that,
when the energy spectrum is soft (as it is for the cosmic diffuse and atmo-
spheric γ-ray background, being a power law with index 2), a high trigger
efficiency at this level is equivalent to accept a dominant fraction of events
at low energies (∼150 keV being the anode energy threshold) which are of
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little if any use for a Compton telescope.
For this reason, preparing for the 2000 flight we opted for a low efficiency

of the FLT, largely gaining in efficiency for Compton imaging events. As
shown in Fig. 3.9, the FLT efficiency saturates only above 4 MeV, where the
flux is at any rate low, thus the instrument is optimized for the 1-3 MeV
energy band. This is obviously a compromise. It is all but apparent from
Fig. 3.9 that the overall performance of LXeGRIT would greatly benefit by
an improved energy resolution (in practice, light yield) of the light trigger
system, so as to obtain a much sharper response function vs. energy, able to
reject with efficiency close to 100% events below a fixed energy threshold, and
to trigger with high efficiency above that threshold. Studies in this direction
have been started and are described in Ref. (13).
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Figure 3.9: Efficiency of the light trigger system vs. energy as derived in
Sec. 3.3.3, parameterized and extended up to 10 MeV.

Wire and anode signals are also exploited to perform on-line checks; these
checks are called second level trigger and they fall into two main categories:

1. the event is built (see Sec. 3.3.2) and the number of threshold-crossings
on the x− and y− wires (wire hits) is checked to be greater than a
predefined minimum and less than a predefined maximum. This step
requires little readout time, since each channel is 1 byte only (SLT);

2. the amplitude of the anode waveform is checked against a given thresh-
old. This step requires the readout of the digitized waveforms and is
relatively slow (it is considered as part of the SLT).
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The importance of 1 and 2 is rather different. Imposing a threshold on
the anode waveform is very effective in rejecting low energy events which are
useless for a CT, but it requires to previously readout the digitized waveforms
and the slowness of this process greatly reduces the usefulness of such an on-
line selection. It has been mainly used during laboratory calibrations, when
efficiency is not a real concern, in order to save disk space.

Checking the number of wire hits is, on the other hand, relatively fast
and is sensitive to specific event multiplicities; this option is relevant for
a CT, since Compton imaging requires at least two, but preferably three,
interactions. The SLT has proven to be a powerful tool, but at the same time
somewhat fragile and critically dependent on the noise level of the wires, and
needed to be carefully monitored. Matching the x− and y−signals would be
an - ideally - obvious improvement. Unfortunately it requires radical - and
expensive - changes to the DAQ system.

First Level Trigger: efficiency

The efficiency of the light trigger system, at least for the most recent settings,
is far from saturated for energies below 4 MeV and it has to be described as
a function of interaction location in the fiducial volume and energy deposit.

The efficiency of each PMT, integrated over the fiducial volume, can be
measured comparing the count rate of the triggering events relative to the
total count rate. Fig. 3.10 1 shows the Multi Channel Analyzer (MCA)
spectra of the charge signals from the anode directly above the PMT, gated
by the PMT light trigger and ungated. The ratio of events with a trigger and
of all events, under the full energy peak, was taken as the trigger efficiency
for the particular γ-ray energy line. The MCA spectra were taken with 10 µs
shaping time for the anode shaping amplifier. Given the 35 µs maximum
drift time, γ-rays interacting two or more times in locations more than 10 µs
apart in drift time contribute to the background below the line. From a
fit of the lines, the trigger efficiency at 0.662 MeV (137Cs) is 90% for the
discriminator window of 10-255. By lowering the upper threshold from 255
to 128, the efficiency drops to 63%.

This efficiency can be directly measured and resolved vs. energy and po-
sition in greater detail. The basic procedure has been described in Ref. (73),
applied to the 1999 configuration.

1The detector was in the 1999 balloon flight configuration.
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Figure 3.10: 137Cs 0.662 MeV energy spectra for all anode signals (upper
curve) and for anode signals with a light trigger (lower curves) for two dis-
criminator windows.

Briefly summarizing it: an external trigger is needed, to work as FLT
and start the DAQ independently of the light trigger system. This is ob-
tained tagging a γ-ray source, which is typically done using a source coin-
cidentally emitting two or more γ-rays and detecting one of them with an
external counter. A signal from the light trigger system is then independently
recorded. The collected data fall into three classes:

A. events with an interaction detected in the fiducial volume (charge sig-
nal) and a light trigger which matches the external trigger - this class
is obviously the one contributing to the efficiency;

B. events with an interaction detected in the fiducial volume and a light
trigger which does not match the external trigger (just a chance coinci-
dence count) - this class introduces a background in the measurement,
that has to be accounted for;

C. events with an interaction detected in the fiducial and without a light
trigger - this class gives the inefficiency fraction.
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Figure 3.11: Set-up of the spatially resolved trigger efficiency measurement
using the LXeGRIT flight electronics and a tagged 22Na source. From
Ref. (73).

The efficiency is thus given by the number of events in class A divided by
the total number of events in which class B has been subtracted.

The measurement described in Ref. (73) used a 22Na source, which emits
three photons at the same time, one at 1.275 MeV and two at 0.511 MeV
which are emitted back-to-back, so that one of the two 0.511 MeV photons
could be used to tag the source; the spatial correlation of the two photons
allowed a very clean measurement, keeping very low the contamination due to
coincidence counts. A sketch of the experimental set-up is shown in Fig. 3.11.
The energy range of this measurement was limited up to 0.511 MeV, which
is far from ideal for a detector supposed to work up to 10 MeV.

A similar measurement was repeated for the 2000 settings following a
different strategy. An 88Y source was used, which emits simultaneously two
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photons at 0.898 and 1.836 MeV without any spatial correlation, and, sepa-
rately, a 22Na source. Because of the lack of spatial correlation between the
emitted photons, the sources were tagged with low efficiency detecting one
of the photons from the decay with a NaI(Tl) counter. Given the source rate
and low efficiency in tagging the source, the level of contamination due to
chance coincidence counts was high, and, combined with the low efficiency
in the 2000 settings, more events ended up in class B rather than in class
A. Nonetheless, the fraction of events in class B is independently determined
and the final result is then corrected with good accuracy. The procedure is
actually rather simple. The z-distribution for events triggered by random
coincidence has no physical meaning and extends above the cathode position
(7 cm), which delimits the TPC active volume. This is clearly visible in
Fig. 3.12 where the z-distribution drops sharply at z = 7 cm. The shape of
the z-distribution for events in class B was determined through data where
a “true” random trigger was fed in as FLT; it came out flat (i.e. very little
or no dependence on z), so that the fraction can be easily read out from the
z-distribution itself. The efficiency of the light trigger system is in this way
measured for energies up to about 2 MeV.
The efficiency was then resolved in a four dimensional data space - energy, x,
y, z - as made possible by the imaging capability of the TPC. Since we want
to resolve spatially each event and, at the same time, the four PMTs see the
total energy deposited in the fiducial volume, we restrict ourselves to 1-site
events only, for which a univocal association between total energy loss and
position is given. Once analyzed the data, it was clear that the efficiency in
the (energy, x, y, z) space could be described with good accuracy factoring
out the energy dependence, i.e.

ε(E, x, y, z) = ε1(E)× ε2(x, y, z).

In practical terms this is very helpful, because of the low efficiency we are
measuring and the fine granularity for which we are aiming, which would
otherwise require a disproportionately large dataset.
The dependence of the efficiency on the deposited energy is shown in Fig. 3.13
for all the four PMTs combined, combining data from a 22Na and an 88Y
source after the fact. A PMT is usually able to detect only interactions hap-
pening within its own quadrant and very few events are detected by more
than one PMT at the same time, because of the strong solid angle effect on
light collection. The response of each PMT is measured and parameterized
individually and the energy dependence is easily described analytically.
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The x, y, z dependence has been determined by sampling the data with a few
mm granularity on each coordinate. It was then parameterized in a lookup
table with a granularity of about 1 cm in z and 2 cm in x and y (6 z-slices
times 11×11 bins in the x− y plane), fine enough to describe well the light
trigger inhomogeneities.
The dependence on z is shown in Fig. 3.12 for one PMT; as expected, the
efficiency is reduced moving away from the PMT location (z = -4 cm). The
energy spectrum is the one in Fig. 3.13; if energy deposits larger than 1 MeV
are selected, the overall efficiency is greatly increased.
An example of efficiency map for the light trigger is shown in Fig. 3.14, as
measured using a tagged 88Y source. The efficiency is resolved in the x − y
plane of the detector with a few millimeter granularity. At locations corre-
sponding to the four PMTs below the wire structure an enhanced efficiency
is clearly visible. The four panels correspond to four different z-slices, going
from the bottom of the fiducial volume (upper-left) to the top (bottom-right),
i.e. moving farther away from the PMTs. The impact of solid angle is all but
apparent; closer to the PMTs the overall efficiency is higher and less uniform.

Second Level Trigger: efficiency

The impact of the filter at the second level trigger can be known with good
accuracy for each specific experiment, provided a sample of data in full imag-
ing mode in which no selection based on the number of wire hits has been
applied and the digitized waveform of all the 62 x- and 62 y-wires is recorded,
together with the number of wire hits which is known for each event. The
procedure is straightforward and one just has to apply off-line the selection
usually applied on-line.
The outcome of one of these routine checks is shown in Figs. 3.15, 3.16; data
were taken for an 88Y source placed few meters away from the TPC. The
minimum number of wire hits required both in the x and in the y plane was
6, the maximum 16; each interaction usually gives 1 or 2 hits, depending on
the energy deposit and the threshold of the specific wire. Such a maximum
has no impact on γ-events and mainly filters out relativistic charged particles
crossing the chamber and giving many hits at the same time. If the electronic
noise was negligible, a minimum of 6 would select only events with 3 or more
interactions; but since it is not negligible, a certain fraction of 1-site events is
accepted (see Fig. 3.16). Moreover, the fraction of accepted events depends
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Figure 3.12: z-dependence of the light trigger efficiency; the experimental
setup is described in Sec. 3.3.3. Left: z-distribution for all events (continuous
line) and events with a PMT trigger (dotted line). A sharp drop is visible
at z = 7 cm, corresponding to maximum “physical” z. Events with z larger
than 7 cm are due to a random coincidence between the external trigger
and a γ-ray interacting in the fiducial volume, in which case the absolute z
position has no physical meaning. Note the logarithmic scale. Right: Ratio
of the two z-distribution shown on the left, after correction for the fraction of
random coincidence events - open diamonds. The same ratio after selecting
energy deposits larger than 1 MeV- full circles.

on energy, since a large interaction is more likely to be detected over noise.
For events with multiplicity 3 or higher the efficiency is ∼ 80% above 1 MeV,
where most of these events are.
We can say that the main goal of this filter is to reject low energy (below
0.5 MeV) 1-site events; this is especially important when the γ-ray flux has a
soft spectrum, as it is case for the atmospheric γ-ray background encountered
at balloon altitudes.
This simple procedure just counts the number of wire hits and does not ex-
ploit the 3D imaging capability of the TPC. When data are analyzed off-line
(see next) the x, y and z coordinates are matched and the contamination
due to noisy events is reduced to a truly negligible level.
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Figure 3.13: Energy dependence of the light trigger efficiency. Left: Energy
spectrum for 88Y and 22Na source combined, for all events (continuous line)
and events with a PMT trigger (dotted line). The 0.511, 0.898, 1.275 and
1.836 MeV lines are clearly visible. Right: ratio of the two energy spectra,
which gives the light trigger efficiency vs. energy.

3.3.4 Off-line analysis

The off-line analysis procedure rejects “bad” events and extracts 3D position
and energy for each interaction from the raw data (wire and anode digitized
signals), matching in time the x and y wire signals and fitting the digitized
anode waveform. For a thorough description, see Sec. 2.1.8.

In practice the efficiency of extracting the energy and position information
from a raw event is extremely high, close to 100%, once a “good” event is
provided. For a non negligible fraction of events - about 30% - the off-line
analysis sorts out “bad” events, where “bad” means a genuine γ-ray spoiled
by a shaky baseline, noisy wires or any other anomalous behavior which
compromises the event reconstruction.
This kind of inefficiency obviously does not come from the off-line analysis
itself, which on the contrary rejects flawed events - only, since it is recognized
at the off-line analysis level, it is classified as “off-line inefficiency”.
More than that, the off-line analysis removes improper events like cosmic
rays, events happening in the collection region below the grid etc. - these are
not considered as inefficiency.
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Figure 3.14: Maps of light trigger efficiency in the x − y plane, for four
different z-slices, ∼1.7 cm thick. The four PMTs locations are clearly visible
as areas of enhanced efficiency. Going from the top-left panel to the bottom-
right one we move from the z-slice closest to the PMTs toward the cathode
region. Doing so we see the efficiency decreasing and becoming more uniform
over the x− y plane, because of solid angle effect on light collection.
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Figure 3.15: Efficiency of the second level trigger (SLT). Left: energy spectra
for an 88Y source, combining all multiplicities, before (all events, solid line)
and after SLT (dashed line). Right: ratio of the two energy spectra, which
gives the SLT efficiency vs. energy.

3.4 Model vs. experimental data

Figs. 3.17, 3.18 and 3.19 offer three examples of how well (or badly) ex-
perimental data can be reproduced and explained through the procedure
described here. Fig. 3.17 shows the energy spectrum for 1-site events from
an 88Y source placed at a 2 m distance from the TPC, 30◦off-axis. On the
left, the energy spectrum for MC data before including FLT and SLT; on the
right, the comparison of experimental data and MC data after including FLT
and SLT. A similar comparison for 2-site events from the same exposure is
shown in Fig. 3.18. Notice that the normalization is (correctly) the same for
the energy spectra in Fig. 3.17 and in Fig. 3.18. The reduction of the huge
Compton continuum below 0.5 MeV after FLT and SLT is very apparent
in Fig. 3.17. This reduction is crucial for LXeGRIT, since its efficiency is
limited by the DAQ livetime fraction. In fact: the deadtime behavior (see
Ref. (59)) of the system is nonparalysable with respect to the DAQ, i.e. the
recorded count rate m is given by

n =
m

1−mτ
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Figure 3.16: Efficiency of the second level trigger for different multiplicities.
Left: 1-site events; middle: 2-site events; right: multi-site events.

where n is the rate at the trigger level and τ the deadtime of the system, in
this case ∼2 ms. Without any filter at the trigger level, n would increase by
about a factor of 30, i.e. n � 1/τ therefore saturating the recorded count
rate m

m ≈ 1

τ
≈ 0.5[kHz]

It is clear that, once the DAQ bandwidth has been saturated, the only way
to increase the efficiency for contained, multi-site events is to reduce the
fraction of 1-site, low energy events. This rationale would be reinforced
by the presence of a non-γ background, as in flight conditions (Ch. 6). In
general, it should be clear that this argument is “source-dependent”.

Fig. 3.19 shows an Am-Be energy spectrum, combining multiplicities up
to 3: since the cross-section for pair-production is large at 4.4 MeV, the single
escape peak (3.92 MeV) is the dominant feature. The full energy peak and
the double escape peak are also well identified. At energies above 4 MeV
bremsstrahlung plays a non negligible role in LXe 2 and it accounts for the
lack of sharpness in the energy peaks.
MC simulated data have been superimposed and the comparison shows that
the main features are well reproduced. The simulation completely neglects
the neutrons from the source, which do not seem to play any major role, at

2The critical energy Ec, above which bremsstrahlung dominates ionization as an energy
loss mechanism for electrons, is 11 MeV in LXe, but the energy spectrum is significantly
modified for energies as low as 4 MeV.
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least for energies above 1 MeV. We do not try to model the energy spectrum
below 1 MeV where neutrons could play a more important role.
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Figure 3.17: Left: Energy spectrum for a MC simulated 88Y source at
distance, selecting 1-site events; up to this point only the effects of a realistic
detector geometry, passive materials, finite position resolution and an energy
threshold of 150 keV have been included. Right: Energy spectrum for the
same MC data after correcting for the efficiency at the first and second level
trigger; the superimposed dotted line is for experimental data.

3.4.1 A detailed example of efficiency calculation

I give now a specific example of efficiency calculation for an 88Y source at a
distance of 2 m, on-axis. 88Y emits two photons at 0.898 (branching ratio
94%) and 1.836 MeV (branching ratio 100%). The two lines provide very
valuable information in the most interesting energy band for the LXeGRIT
instrument (0.75-3 MeV).
The total source rate was 2738 kBq, therefore the source was emitting 1.836 MeV
photons with a rate of 2738 kHz and 0.898 MeV photons with a rate of
2585 kHz. Taking into account a 5700 sec. exposure and solid angle, the
20×20 cm2 geometrical area of the TPC was finally hit by 1.08 107 1.836 MeV
photons and 1.01 107 0.898 MeV photons.
The DAQ had a 50% livetime (as expected for a PMT trigger rate of about
600 Hz) and the efficiency in writing to disk was only 18%, for only that
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Figure 3.18: The same as Fig. 3.17, but for 2-site events. The same overall
normalization factor has been used.

fraction of the bandwidth of disk writing was used. This last efficiency is
usually ∼100%.
Correcting for these two inefficiencies, we are left with 9.7 105 1.836 MeV
photons and 9.1 105 0.898 MeV photons.
Now we have simply to count how many events end up in the two full en-
ergy peaks (FEP) and this will give an obvious measurement of the overall
detection efficiency. The procedure of counting the events in the FEP’s is
straightforward but introduces an uncertainty of about 5% because of the
necessary background subtraction. In the end we count:

• 0.898 MeV: 0.39 104 events, i.e. 0.43% efficiency

• 1.836 MeV: 1.30 104 events, i.e. 1.34% efficiency

These small figures require some explanations. An upper limit to the detec-
tion efficiency is given in Sec. 3.3.1, Fig. 3.7, only including the efficiency
for containment and the inefficiency due to passive materials. It is less than
20% at 0.898 MeV and about 11% at 1.836 MeV. The light trigger efficiency
alone - as given in Sec. 3.3.3 - reduces the detection efficiency by a factor
of almost 9 at 0.898 MeV and a factor of 3 at 1.836 MeV. The second level
trigger again reduces the efficiency by a factor of 3 at 0.898 MeV and a factor
1.7 at 1.836 MeV (as in Fig. 3.15, which has been obtained from the same
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Figure 3.19: Am-Be (4.42 MeV γ-ray source) energy spectrum for 1-, 2-, 3-
site events combined. The most prominent feature is the single-escape peak
(3.92 MeV). The full energy peak and the double escape peak are clearly
detected, too. Superimposed (dotted line) the Monte Carlo generated energy
spectrum.

data-take). At this point I am not yet considering various reductions in ef-
ficiency coming from the off-line data analysis, and the efficiency is already
down to 0.6% at 0.898 MeV and 1.9% at 1.836 MeV. Inefficiencies in the
off-line analysis, about 30%, account for the missing part.
This way of presenting the detection efficiency is correct but incomplete, since
an important piece of information still missing is the efficiency for different
multiplicities, especially for Compton events.
Inefficiencies due to DAQ livetime and disk writing are independent of the
interaction multiplicity and do not need to be considered again. It is a valid
assumption that the light trigger efficiency has, on average, little dependence
on the interaction multiplicity. Quite obviously, a much stronger dependence
comes from the SLT, which is designed to enhance the fraction of multi-site
events, as it is made clear in Sec. 3.3.3, Fig. 3.16.
Results for different multiplicities are summarized in Table 3.1. There are
various sources of uncertainty on the specific efficiencies, some of them sys-
tematically lowering the final efficiency:

• the overall measured efficiency should be known quite precisely (5%
or better), the main uncertainty coming from the subtraction of the
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background beneath the line;

• the FLT efficiency should be known with 5% precision for 1-site events,
but assuming the same efficiency for higher multiplicities introduces a
larger error 3;

• the SLT efficiency should be known with 5% precision for all the mul-
tiplicities, statistics being the limiting factor, since it is measured for
each specific data-take;

• the efficiency of the off-line procedure to extract the signal is more
easily evaluated for 1-site events. In this case the efficiency in finding a
good signal is very close to 100% for energies larger than few hundreds
keV, and the 30% inefficiency comes from the fraction of “noisy” events
rejected off-line. For multi-site events the efficiency can be slightly
lower since, even intuitively, is more difficult to successfully reconstruct
more complex topologies (where single interactions can have energies
as low as 150 keV);

• the precision of the MC expectation should be within 5% once the as-
sumed conditions are matched. Many factors can reduce the detection
efficiency: noisy or dead wires, higher energy thresholds etc. Again,
these factors are more relevant for higher multiplicities.

It is clear from comparing the overall expected efficiencies to the measured
ones in Table 3.1 that our expectation is too optimistic, the discrepancy
ranging between 15% and 30% 4.
We can now see how the various selections (FLT and SLT) change the ratio
of multi-site or Compton events over single-site events; since the maximum
rate of events written to disk is fixed by the limited DAQ, this translates
in an increased efficiency of LXeGRIT as a Compton imager. For multi-site
events the final efficiency is 0.27% at 0.898 MeV and 1.0% at 1.836 MeV to
be compared to an upper limit of 9% and 8%, respectively, so that the ratio
of multi-site over single-site event is

3A better precision is obtained through complete MC simulation.
4A comparison to expectations has been previously given in Fig. 3.7; in that case, the

measured overall efficiency has been corrected for FLT, SLT and off-line efficiencies, so
that the result was made comparable to “MC” in Table 3.1.
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energy [MeV] overall FLT SLT off-line MCb overall
eff. [%] eff. [%] eff. [%] eff. [%] [%] eff. [%]

(measured)a (expected)c

0.898 - 1 0.16 12 25 70 9 0.19
1.836 - 1 0.34 30 45 70 4 0.38
0.898 - 2 0.22 12 45 70 8 0.30
1.836 - 2 0.70 30 75 70 6 0.94

0.898 - 3+ 0.05 12 70 70 1 0.06
1.836 - 3+ 0.30 30 90 70 2 0.38

Table 3.1: Detection efficiency for an 88Y source, calculated for the two lines
(0.898 MeV and 1.836 MeV) and for different multiplicities: 1-site, 2-site, 3-
or-more (3+) events. Several uncertainties are involved in the determination
of specific contributions - FLT, SLT, off-line and MC - to the global efficiency.
A detailed discussion is given in Sec. 3.4. a:the overall efficiency has been
obtained from the actual data, after correction for corrected for DAQ livetime
and data transmission inefficiency. b: as shown in Fig 3.6, i.e. only passive
materials and containment accounted for. It has been calculated through
MC simulation. c: the expectation for the overall efficiency has been obtained
combining FLT, SLT, off-line and MC in columns 3-6. It should come out
close to the measured overall efficiency in column 2.

• 0.898 MeV: 0.27/0.16=1.69, to be compared to a theoretical 9.0/9.0=1
(Fig. 3.6);

• 1.836 MeV: 1.00/0.34=2.94, to be compared to 8.0/4.0=2.0.

As a conclusion, it is easy at this point to extrapolate what the efficiency
would be if the DAQ could handle a 10 times larger rate. With a light trigger
efficiency as high as the one obtained in 1999 for the same detector (see
Ref (73)) the final efficiency could be close to the one depicted in Sec. 3.3.1.

Conclusions

In this chapter a thorough description of the response of the LXeGRIT in-
strument to MeV γ-rays has been presented. The detector response is well
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understood and reproduced through MC methods, in a way flexible enough to
account for a variety of different experimental conditions. The DAQ clearly
constitutes a severe bottleneck when dealing with sources which present a
relatively high rate (few kHz), and this is not an uncommon situation, given
the size of the LXeTPC. It has been chosen to reduce the efficiency at the
trigger level, to specifically select multiple Compton events in the few-MeV
region. The rationale of this choice is quite simple: given a maximum rate
of events fixed by saturating the speed of the DAQ, one tries to maximize
the fraction of good events, in our case multiple Compton events. If not
limited by the current DAQ, this same prototype could achieve a detection
efficiency close to 20% at 1 MeV. This efficiency can be obtained in the cur-
rent configuration only for sources with a very low rate, less than 100 Hz in
the LXeTPC.
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Chapter 4

LXeGRIT: imaging
performance

Introduction

A Compton telescope (CT) is an instrument for imaging γ-ray sources; it
usually works in the few hundreds keV - 30 MeV energy band and the direction
of γ-rays is reconstructed through Compton kinematics.

The scatter angle on a free electron ϕ̄ is given by the well known Compton
formula

ϕ̄ = cos−1

[

1−mec
2

(

1

E2
− 1

Etot

)]

(4.1)

where mec
2 = 0.511 MeV, Etot is the initial energy and E2 = Etot − E1, all

energies in MeV. Once combined with the direction of the scattered γ-ray -
derived from x1, y1, z1 and x2, y2, z2 - the direction of the incoming γ-ray can
be reconstructed; a sketch of a multiple Compton event is shown in Fig. 4.1.

Therefore, any detector able to measure Etot, E1, x1, y1, z1 and x2, y2, z2

is a CT. The reader should notice that the subscripts, i.e. the time sequence
of the interactions, matter; Sec. 4.2 is dedicated to the problem of attributing
the right subscripts, or “gamma ray tracking”. Compton imaging of γ-sources
with LXeGRIT is discussed in detail in Sec. 4.3.

The principle of Compton imaging is displayed in Fig. 4.2 1: A photon
arriving from a source at position (χ0, ψ0) Compton-scatters in the plane

1The remaining of this Introduction is adapted from Ref. (72).
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Figure 4.1: Schematic of a 3-site event with two Compton scatters followed
by photoabsorption.

designated by D1 by the true scatter angle ϕ̂ and is stopped in plane D2.
Interaction positions are measured in both planes, from which the direction
of the scattered photon (χ, ψ), the scatter direction, is determined. The di-
rection of an individual photon can only be determined to a so-called “event
circle” with radius ϕ̄ around the direction (χ, ψ). The ambiguity is a result of
the non-measurement of the direction of the scattered electron. After collec-
tion of many source events, the source position is defined by the intersection
of all event circles as shown to the left in Fig. 4.3.

While back-projection of event circles on the sky is useful to visualize the
basic measurement principle and was historically the most straightforward
imaging method to be exploited, it is not the optimum method to actually
perform Compton imaging. The reason is that the “event circle method”
neglects one important piece of information, namely the probability distri-
bution for scatter angles dσ/dϕ̄ for photons from a source at given location
and energy, or, in other words, the frequency of occurrence of event circles
with a given opening angle. This requires the precise knowledge of the in-
strument’s response from calibration and Monte Carlo simulations. Fig 4.3
illustrates how this additional information can be exploited in a 3-dimensional
data space consisting of (χ, ψ, ϕ̄), where a point source defines a cone-like
structure with half opening angle of 45◦ centered on the source position (at
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Figure 4.2: Principle of a Compton telescope

ϕ̄ = 0◦) with a density along the ϕ̄ dimension given by the Klein-Nishina
cross section convolved with factors that result from the detector geometry
and detector thresholds.

The simplest and very powerful imaging method for point sources is a
likelihood fit of the response-cone on a grid of positions within the field of
view, yielding a likelihood map that can be translated into flux levels and
source significances. A complete deconvolution is required in case of diffuse
emission and multiple point sources in the field of view.

In a real instrument, event circles are scattered around the true source
position both by the uncertainty on interaction locations, which leads to
uncertainty in the center positions of the circles, and by the uncertainty in
energy measurement (and by not fully absorbed photons), which varies the
radii of the circles. The angular resolution is determined by the distribution
of the angular distance of the circles from the true source position, the so-
called angular resolution measure ARM . Hence, the angular resolution of
a Compton telescope is determined also by its energy resolution. In 3D
imaging data space, measurement uncertainties blur the cone surface to a
cone volume. Since the signal and background counts within this volume
determine the sensitivity of the instrument, it seems obvious that a reduction
of the width of the cone with improved energy and position resolution yields
an improved sensitivity as well. However, this effect is limited if the source
itself is spatially extended (diffuse emission), which results in a superposition
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Figure 4.3: Event circles on the sky of a point source (left) and the corre-
sponding response function in the 3D imaging data space of an ideal classical
Compton telescope (right). A point source describes a cone with half-opening
angle of 45◦ where the (spherical) coordinate system can be approximated
as flat. The density along the scatter angle dimension corresponds to the
Klein-Nishina cross section and describes the density of circles of radius ϕ in
the event circle representation.

of many cone volumes and therefore in an intrinsic enlargement of the covered
data space volume. Moreover, if the “Compton tail” of not fully absorbed
photons is significant, the inner part of the cone is being filled up, which
overlaps with response cones from close-by source positions.

4.1 The LXeGRIT Compton Telescope

Let’s define the LXeGRIT output for a generic γ-ray as our starting point in
the imaging process:
E1, x1, y1, z1; ...; En, xn, yn, zn where n is the event multiplicity, i.e. the
number of detected interactions once the finite spatial resolution and the
minimum energy threshold have been accounted for. Throughout this chap-
ter, n ≥ 2 to be able to apply Eq. 4.1. Experimentally, it turns out that we
can restrict our interest to n = 2 and n = 3, since events with n ≥ 4 add
very little to the final efficiency for Compton imaging. The energy range we
consider for LXeGRIT as a CT is 0.5-10 MeV.

Fig. 4.4 affirms the very raison d’etre of LXeGRIT, i.e. the possibility of
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Figure 4.4: Detection efficiency for 2- and 3-site “imageable” events in the
0.5-10 MeV energy band. “Imageable” requires full containment and se-
quences including only Compton scatter(s) and photoabsorption. See text
for a more thorough discussion. The efficiency drops below 5% above 3 MeV.
2-site events constitutes the bulk of the efficiency, while 3-site events give
a comparable efficiency above 5 MeV, where the overall efficiency is steeply
decreasing. Efficiencies quoted here are given before finding the correct time
sequence (Sec. 4.2).

large efficiency which translates into a large effective area, the first require-
ment for any future instrument in MeV γ-ray astronomy. In the field of MeV
γ-ray astronomy, a detection efficiency of 5-10% is a very substantial leap for-
ward and must be compared to the eventual ∼0.5% efficiency 2 of COMPTEL
(83). The gain in efficiency by LXeGRIT is due to its monolithic structure,
compared to the double scatter (two independent, widely separated scatterer
and absorber) structure of COMPTEL. In fact, in a monolithic detector more
events topologies may be used for Compton imaging and the scatterer does
not need to be thin (one attenuation length or less), since in this case scat-
terer and absorber coincides.
Fig. 4.4 deals with the following problem: given a source, its flux and energy
dependence, how many imageable γ-rays will be detected in LXeGRIT? The

2The final efficiency for celestial lines around 1-2 MeV was actually as low as 0.02%, as
reported in Ref. (96) .



114

most obvious requirement for “imageability” is full containment with at least
two interactions. A less obvious but equally important requirement is that
the γ-ray interact only through Compton scatter (C.s.) and photoabsorption
(p.a.), excluding pair production, and that no bremsstrahlung photon radi-
ated from secondary electrons be detected (see Sec. 4.2). The steep decline
in efficiency for γ-ray energies larger than 3 MeV points to the fact that a
compact CT, based on a high Z, high density material like LXe does not work
well above 10 MeV, precisely because an overwhelming fraction of events will
be spoiled by pair production interactions and bremsstrahlung photons and
they will be of no use for Compton imaging.

4.2 Gamma ray tracking

A much needed preliminary step to Compton imaging is γ-ray tracking, or
reconstruction of the proper time sequence for multi-site events. For we are
interested in Compton imaging, we look for events where Eq. 4.1 applies.
Therefore, the most general interaction sequence will be Compton scatter
followed by full absorption of the scattered γ-ray in one or more interactions,
without any other interaction in the passive materials between the source
and the active LXe volume.
As shown in Fig. 4.4, a large fraction of multi-site events ends up with two
interactions, i.e. Compton scatter followed by photoabsorption; the fraction
of events with more than 3 interactions is irrelevant below 5 MeV and will
be neglected in the following. The two cases for 2- or 3- interactions differ
substantially and are treated separately in Sec. 4.2.1 and Sec. 4.2.2, where
we are dealing with two classes of events:

1. C.s. followed by p.a. (Sec. 4.2.1);

2. C.s. followed by C.s. followed by p.a. (Sec. 4.2.2).

Before tackling this problem, it is worthwhile considering what we are leaving
behind, i.e. events which do not fall into the aforementioned classes; Fig. 4.5,
based on MC data, sets the tone. It deals with the following situation: given
a monochromatic γ-source, we have one sample of 2-site and one of 3-site
events and we would like to know which fraction of these detected γ-rays is
interesting for Compton imaging.
First of all, we quite obviously have events where the γ-ray is not fully con-
tained in the active volume, because of a previous interaction outside the
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fiducial volume or because the scattered γ-ray is not contained. The fraction
of fully contained events is quite high up to 2 MeV (40% for 2-site events
and 60% for 3-site events), rapidly declining at higher energies (4% for 2-site
events and 9% for 3-site events at 10 MeV).
Secondly, not all the fully contained events are usable for Compton imaging,
the three most common cases being: a. p.a. followed by a bremsstrahlung
photon which is separately photoabsorbed (2-site sample), b. C.s., p.a. and
a photoabsorbed bremsstrahlung photon (3-site sample) and c. pair produc-
tion followed by photoabsorption of the two 511 keV photons from positron
annihilation (3-site sample). The fraction of fully contained events where the
only admissible sequences are “C.s. − p.a.” and “C.s. − C.s. − p.a.” is
shown in Fig. 4.5, labeled as “Compton only”.
Fig. 4.5 shows separately the fraction of “Compton only” events out of the
fully contained events (case A) and the fraction of “Compton only and con-
tained” events out of the entire sample (case B) because they constitute two
different cases of practical interest. If we are looking for a specific energy line
and deal with a negligible background below the line, we have prior knowl-
edge whether a γ-ray is fully contained or not, and we end up in case A. If
the input energy spectrum is a continuum distribution, as it is in many rel-
evant astrophysical problems, we do not have such prior knowledge and end
up in case B. In this second case the fraction of events usable for Compton
imaging is obviously lower.
The relevance of pair production and bremsstrahlung secondary photons in-
creases with energy and becomes a major concern only above ∼2 MeV. The
energy threshold for pair production is in fact 1.022 MeV but the cross sec-
tion saturates only at much higher energy (∼GeV) and equals Compton cross
section at ∼6 MeV 3 . Relativistic electrons, like the ones from MeV Compton
scattering, lose energy both by ionization and bremsstrahlung, i.e. radiat-
ing secondary photons which, if of sufficiently high energy (in the LXeGRIT
case that means above the minimum energy threshold, 150 keV), interact at
a separate location making extremely difficult if not altogether impossible
the reconstruction of the interaction sequence. A very useful rule of thumb
says that for electrons the radiative energy loss overcomes the one due to ion-
ization above the critical energy Ec = 610 MeV / (Z + 1.24) for liquids and

3For fully contained 3-site events the fraction of pair production events over Compton
events is actually larger than the simple ratio of the cross sections. To be accurate, any
calculation where containment and/or a specific topology are imposed has to start from
MC data.
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solids (50); for Xe, Z = 54 and Ec = 11 MeV. Experimentally, we found that
the energy spectrum is significantly modified by secondary bremsstrahlung
photons for energies as low as 4 MeV.
To conclude, below 2 MeV most of the multi-site events are useful for Comp-
ton imaging, while above 2 MeV an increasingly large fraction of events can-
not be used for imaging γ-sources and will eventually constitute background
for the imaging process. As should be clear from Fig. 4.5, at 10 MeV the
signal-to-background ratio is less than 1%, if no containment can be imposed.
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Figure 4.5: For different initial γ-ray energies, fraction of “Compton only
and contained” (see text) events out of the detected 2- and 3-site samples,
and fraction of “Compton only” events out of fully contained sub-samples.
Left: 2-site events; Right: 3-site events.

As a final note: quite obviously the true time sequence is known for MC
data and it is unknown for experimental data. When experimental data have
been used, the criterion applied to determine the true sequence is described
for each specific case.

4.2.1 2-site events

In the case of 2-site events, even assuming no prior knowledge we can guess
the right sequence with a remarkable 50% success rate. This fraction can be
substantially improved using the energy sharing between the two interactions
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which is, in many cases, highly asymmetric 4.
For LXeGRIT, the argument goes like this:
for energies larger than ∼2 MeV a γ-ray event is stopped in the fiducial
volume with only two interactions if it does lose a large fraction of the initial
energy in the first interaction; if the energy lost in the first interaction is
small, the scattered photon will - most likely - subsequently interact more
than once before being absorbed, therefore being no more a 2-site event.
Fig. 4.6 shows the energy spectra separately for E1 and E2 for 0.662 MeV
(137Cs), 0.898 and 1.835 MeV (88Y) photons. The true interaction sequence
is obtained in two different ways for the 137Cs and 88Y datasets. The 137Cs
source was collimated to a beam with a lateral spread of∼3 mm, which makes
possible to tag the first interaction as the one within the collimator aperture.
The 88Y source was at a distance of 2 m above the detector, without any
collimation. Since the source position is known, it is possible to use Compton
imaging (Sec. 4.3) and track each γ-ray assuming the two possible sequences.
The sequence which gives back the correct source position is then chosen as
the true sequence.
For 1.836 MeV, the E1 and E2 spectra are almost mirror images of each other,
and the situation E1 > E2 is clearly the most likely. At lower energies (0.662
and 0.898 MeV) the two spectra are much more similar and the E1 − E2

asymmetry is no more a good argument.
The minimum in the E1 spectrum, clearly visible for all the three energies,
corresponds to 90◦ scatter angle (the corresponding E1 = E2

tot/(mec
2 +Etot)

is marked with a vertical dashed line). It is a “geometrical artifact”, due to
the direction of the incident γ-rays along the detector z-axis, such that for a
γ-ray scattered at 90◦ z1 ' z2, while a minimum separation of about 3 mm
along the z-axis is required to ensure a good energy determination.

This argument based on the asymmetry in the energy sharing is reinforced
and made quantitative over the 0.5-10 MeV energy range through a detailed
MC study. In Fig. 4.7-left the ratio < E1 > /Eγ is plotted vs. Eγ , where
< E1 > is the mean of the first energy deposition and Eγ is the nominal
energy of the γ-ray. The trend is quite clear: < E1 > /Eγ increases with Eγ

and < E1 > /Eγ ≥ 75% for Eγ ≥ 2 MeV 5 . Fig. 4.7-left is well suggestive

4This is not a very general argument and must be tailored on the specific problem
under study, in this case the LXeGRIT detector; in the case of COMPTEL, for example,
2-site events have nothing to do with the 2-site events in LXeGRIT

5< E1 > /Eγ is a sensible parameter for Eγ > 2 MeV, where the E1 spectrum shows
a narrow peak with an extended tail toward lower energies. Going to lower energies the



118

0.0 0.2 0.4 0.6 0.8
energy [MeV]

0

20

40

60

80

100

1st interaction
2nd interaction

0.0 0.2 0.4 0.6 0.8 1.0
energy [MeV]

0

20

40

60

80

100

120

140
1st interaction

2nd interaction

0.0 0.5 1.0 1.5 2.0
energy [MeV]

0

50

100

150

200

250

300

350

1st interaction
2nd interaction

Figure 4.6: E1, E2 distribution for fully contained 2-site events. From left
to right: 0.662 MeV (137Cs), 0.898 and 1.836 MeV (88Y). The minimum in
the E1 spectrum corresponds to 90◦ scatter angle and the corresponding
E1 = E2

tot/(mec
2 + Etot) is marked with a vertical dashed line.

of an optimized selection on the energy sharing, requiring the ratio E1/Etot

to be larger than some value f(Etot). f(Etot), optimized on MC data, is
defined as

f(Etot) = 0.85

(

1− 2

E2
tot

)

; Etot > 2.4 MeV (4.2)

f(Etot) = 0.5 ; 1 MeV ≤ Etot ≤ 2.4 MeV (4.3)

and is shown in Fig. 4.7-left with Etot = Eγ .
Fig. 4.7-right shows efficiency and contamination for this sequencing proce-
dure in the energy range 1-10 MeV; the efficiency is as high 86% at 2 MeV
and saturates (≥98%) at 5 MeV, with very little room left for any improve-
ment (for the simple reason that there are very few events to be recovered).
Between 1 and 2 MeV this sequencing procedure has a major drawback, re-
lated to angular resolution and not yet apparent here; while it is clear that
the procedure is still successful in finding the right sequence, at the same it
is accepting events with a large scatter angle and, as a consequence, with
a rather poor angular resolution to the detriment of a still sizeable fraction
of events with better angular resolution (see Sec. 4.3.1). Below 1 MeV we

E1 spectrum becomes flatter without any well identified peak. In the latter case not only
< E1 > /Eγ is poorly sensible, but the entire argument breaks down since the E1 and E2

spectra become quite similar.
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Figure 4.7: Left: < E1 > /Eγ vs. Eγ, from MC data. Superimposed f(Eγ)
as defined in Eqs. 4.2-4.3 Right: Efficiency and contamination in sequencing
2-site events according to the procedure described in Sec. 4.2.1.

have not found any optimum criterion for sequencing 2-site events. The final
choice depends on the specific case under study and cannot set aside the
wider problem of source imaging. Indicatively, E1 < E2 does not improve
the default 50% efficiency but does improve the angular resolution (again,
see Sec. 4.3.1).

4.2.2 Multi-site events

When more than two interactions are available, the time sequence is in prin-
ciple univocally determined by Compton kinematics. In practice the finite
resolution on energy and position poses very significant limits. In the general
case of a γ-ray which undergoes N − 1 Compton scatters and is photoab-
sorbed in the N th interaction; symbols and indexes are defined in a slightly
different way than in Eq. 4.1. Energy and momentum conservation is written
as

E γ
i−1 = E γ

i + E e
i (4.4)

~p γ
i−1 = ~p γ

i + ~p e
i (i = 1, . . . , N − 1) (4.5)

with Eγ
i (i = 0, . . . , N−1) and Ee

i (i = 1, . . . , N) the energy of the γ-ray and
the scattered electron after interaction i. Eγ

0 is the energy of the incoming
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photon and ~pi are the corresponding momenta. The vector equation 4.5
translates into two independent equations for the photon scatter angle ϕi

and the electron scatter angle θi (i = 1, . . . , N − 1):

cosϕi = 1 +
1

Wi
− 1

Wi+1
, with: Wi =

E γ
i

m0c2
(4.6)

cot θi =

(

1 +
Eγ

i−1

m0c2

)

tan
ϕi

2
(4.7)

For LXeGRIT and for most of the existing CT the electron scatter angles
are not measured and are therefore ignored in the following. The detector
measures N energy deposits Ei(≈ Ee

i ) and N interaction locations ~xi. For
a given interaction sequence, the locations determine geometrically N − 2
photon scatter angles ϕgeo i (i = 2, . . . , N − 1):

cosϕgeoi =
−→u i · −→u i+1

|−→u i||−→u i+1|
(4.8)

where −→u i = (xi − xi−1, yi − yi−1, zi − zi−1).
Moreover, N − 1 Compton scatter angles ϕ̄i are measured by the energy de-
posits according to equation 4.6, noting that Eγ

i =
∑N

j=i+1Ej (i = 0, . . . , N−
1). This redundant information allows testing of the sequence of the interac-
tion points based solely on kinematics. A straightforward test statistic con-
sists of summing the differences of the scatter angles quadratically, weighting
the summands with the measurement errors:

Tϕ =

N−1
∑

i=2

(cos ϕ̄i − cosϕgeo i)
2

σ2
i

(4.9)

with: σ2
i = σ2

cos ϕ̄,i + σ2
cos ϕgeo ,i

Ideally, the test statistic would be zero for the correct sequence if the pho-
ton is fully contained. With measurement errors, T ′

ϕ is always greater than
zero, but the correct interaction sequence is still most likely to produce the
minimum value of the test statistic.
For each triplet of interactions σcos ϕ̄ and σcos ϕgeo

are computed in the follow-
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ing way:

σ2
cos ϕgeo,i =

3
∑

k=1

{

(

ui+1,k

|−→u i| · |−→u i+1|
− ui,k cosϕgeo

|−→u i|2
)2

+

(

ui,k

|−→u i| · |−→u i+1|
− ui+1,k cosϕgeo

|−→u i+1|2
)2
}

· σ2
k (4.10)

with: k spatial coordinate index and

σk position uncertainty on each coordinate

σ2
cos ϕ̄,i =

1

W 4
i

· σ(Wi −Wi+1)
2 +

(

1

W 2
i

− 1

W 2
i+1

)2

· σ(Wi+1)
2(4.11)
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Figure 4.8: Efficiency and contamination in the reconstruction of the correct
time sequence for 3-site event, as calculated using MC data and the actual
algorithm used for experimental data. Left: without applying any further
selection. In this case events can only be correctly or wrongly sequenced,
since no event is rejected. Right: selecting E1/Etot > 0.3 after the fact,
i.e. after the sequence reconstruction based on the described test statistic.
The contamination fraction is here defined as the fraction of events wrongly
sequenced which have E1/Etot > 0.3.

For LXeGRIT we will consider the case of three interactions which is by
far the most likely. There are six (3!) possible sequences to start with, i.e.
assuming no prior knowledge we would pick up the right sequence only 17%
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Figure 4.9: E1/Etot for 0.898 (left) and 1.836 (right) MeV γ-rays. From
experimental data, imposing full energy containment.

of the times, which is a much worse starting point than the default 50%
for 2-site events. The efficiency reached applying this procedure is shown in
Fig. 4.8-left, using MC data.
The efficiency is ∼55% at 2 MeV and exceeds 60% above 5 MeV; the most
severe limitation to further improving the efficiency of the algorithm comes
from the energy resolution in LXe. The fraction of wrongly sequenced events
(contamination) is also shown in Fig. 4.8-left; in this case, since no event is
rejected, it is just the complement to 1 of the efficiency. Assuming that the
efficiency shown in Fig. 4.8-left is an upper limit, one can try to improve
the algorithm performance applying further selections a posteriori, in order
to remove cases identified as “problematic”. Quite clearly the goal here is
to keep the efficiency as close as possible to the one in Fig. 4.8-left while
reducing the contamination.
The most powerful variable is E1/Etot, where E1 is the energy deposited in
the first interaction 6. Fig. 4.9 shows E1/Etot for the 0.898 and 1.836 MeV
88Y line (experimental data), when all the events are considered and selecting
only events with the time sequence correctly identified 7 . At 0.898 MeV there
is no clear correlation between E1/Etot and finding the right sequence. At

6First according to the γ-tracking algorithm, which is the only information we have up
to this point.

7Experimentally, that means events for which the source is correctly imaged.
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1.836 MeV the situation is quite different and the largest fraction of wrongly
reconstructed events shows up at E1/Etot < 0.3. The impact of selecting
E1/Etot > 0.3 has been studied over the energy range 0.5-10 MeV using MC
data.
The efficiency of the γ-tracking procedure combined with this a posteriori
selection is shown in Fig. 4.8-right together with the “contamination”, here
defined as the fraction of events (in the full energy peak) which are wrongly
sequenced and have E1/Etot > 0.3. In other words, for each energy: effi-
ciency plus contamination plus fraction of events with E1/Etot < 0.3 gives
100%. This technique works well above 2 MeV, while at lower energies the
reduction in efficiency combined with the poor rejection power make it coun-
terproductive, as also seen in Fig. 4.9-left. This kind of tighter selections
are most useful in conditions of poor initial signal-to-background ratio, all
but too common in MeV γ-ray astrophysics 8.

4.3 Compton imaging

The two topics of angular resolution and source imaging are separately treated
in this section. The two topics are obviously intertwined, but, given the com-
plexity of Compton imaging, they deserve a separate treatment.

4.3.1 Angular resolution

The angular resolution is maybe the most important parameter to char-
acterize the imaging performance of a CT. One usually define the angular
resolution measure (ARM) in the following way: given the source position,
we have two independent measurements of the first Compton scatter angle
(ϕ̄ and ϕgeo). The difference between the two is a measure of the angular
resolution of the CT. In this section ARM and 1-σ angular resolution are
interchangeable.

Three sources of error limit the angular resolution: energy resolution,
which limits the precision in measuring the scatter angle; position resolution,
which limits the precision in measuring the direction of the scattered γ-ray;
and Doppler broadening.

8A further step would be to sequence again the rejected events, now excluding the time
sequence previously selected. It would bring some advantage only in the 1-2 MeV band
and it is neglected here.
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Figure 4.10: Expected angular resolution for LXeGRIT; ∆ϕ̄ and ∆ϕgeo have
been obtained using Eqs. 4.12, 4.14 and combined to give the final ARM
according to Eq. 4.16. The angular spread introduced via Doppler broadening
is also shown. Being negligible, it has been neglected in the final ARM. Left:
expected angular resolution vs. ϕ̄ for a fixed energy (1.836 MeV). Right:
expected angular resolution for LXeGRIT vs. energy, selecting ϕ̄ <60◦, i.e.
forward scattering.

The uncertainty on the scatter angle due to the energy resolution is easily
obtained from Eq. 4.1:

∆ϕ̄ =
mec

2

sin ϕ̄

√

(

∆E1

E2
tot

)2

+

(

E1(E1 + 2E2)∆E2

E2
totE

2
2

)2

(4.12)

where Etot is the initial energy of the γ-ray, E1 the energy deposited in the
first interaction, E2 = Etot−E1 and ϕ̄ is the scatter angle; Eq. 4.12 is written
in a redundant form and there are only two free parameters, e.g. ϕ̄ and Etot.
Its behavior as a function of ϕ̄ and of Etot is shown in Fig. 4.10; the curve
for the ϕ̄ dependence has been obtained for Etot=1.836 MeV, the one for the
Etot dependence has been obtained integrating over ϕ̄ < 60◦ according to the
Klein-Nishina cross section. An energy threshold of 150 keV and an energy
resolution of 10% /

√

E [MeV] (FWHM) have been assumed.
The uncertainty on the direction of the scattered γ-ray, ∆ϕgeo, assuming

9 a separation between the first two interaction locations |−→u | large compared

9A γ-source far away from the detector or, equivalently, a parallel γ-ray beam is also
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to σx, σy and σz, is given by

∆ϕgeo =
√

(∆ϕgeo)2
x + (∆ϕgeo)2

y + (∆ϕgeo)2
z (4.13)

with:

(∆ϕgeo)x =

√
2

|−→u |σx

√

1−
(−→u · x̂
|−→u |

)2

(∆ϕgeo)y =

√
2

|−→u |σy

√

1−
(−→u · ŷ
|−→u |

)2

(∆ϕgeo)z =

√
2

|−→u |σz

√

1−
(−→u · ẑ
|−→u |

)2

Under the further assumption of σx ' σy ' σz = σ~x, Eq. 4.13 is eventually
reduced to the simplified form

∆ϕgeo =
2σ~x

|−→u | (4.14)

If σx ' σy � σz
10, Eq. 4.14 is replaced by

2σx

|−→u | ≥ ∆ϕgeo ≥
√

2σx

|−→u | . (4.15)

For LXeGRIT the 3D-separation between two consecutive interactions is few
cm, and considering the lower limit on ∆ϕgeo: |−→u | = 10 mm implies ∆ϕgeo =
6.9◦, |−→u | = 20 mm implies ∆ϕgeo = 3.4◦, |−→u | = 30 mm implies ∆ϕgeo = 2.3◦,
|−→u | = 40 mm implies ∆ϕgeo = 1.7◦ etc.. In Fig. 4.10 ∆ϕgeo is shown for
|−→u | = 30 mm. This should be taken cum grano salis, since |−→u | is obviously
not fixed and its distribution has a rather strong dependence on ϕ̄ and Etot,
which is usually accounted for properly through a thorough MC simulation.

The angular spread due to Doppler broadening is also shown in Fig. 4.10.
It is well known that the Compton formula gives the scattering angle if the
incident photons were to interact with stationary electrons. For incident
photons with energy higher than a few MeV, this is a good approximation

tacitly assumed.
10As shown in Ch. 2, σx = σy = 0.85 mm and σz = 0.35 mm for pointlike charge

deposition.
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since the momentum of atomic electrons is not higher than a few 100 keV/c.
For low energy (few 100 keV) photons, the uncertainty in the scatter angle due
to Doppler broadening may significantly contribute to the overall ARM. The
effect of Doppler broadening is higher for target materials of larger atomic
number, such as Ge or Xe, compared to Si or liquid scintillators (see for
example Ref. (101)). Doppler broadening clearly constitutes an irreducible
limitation to angular resolution in CT’s but, on the other side, it should be
clear from Fig. 4.10 that Doppler broadening plays essentially no role (2-3%
level) in the case of LXeGRIT.

The overall angular resolution ∆ϕ is defined as

∆ϕ =
√

∆ϕ2
geo + ∆ϕ̄2 (4.16)

As shown in Fig. 4.10, ∆ϕ is dominated by ∆ϕ̄, unless we restrict ourselves
to ϕ̄ < 30◦. For 1.836 MeV the 1 σ angular resolution is about 3◦ for scatter
angles up to 60◦, improving for more forward scattering.
The dependence of ∆ϕ on the interaction separation is shown in Fig. 4.11-
right, for different position resolution. It is clear that, given the typical
separation shown in Fig. 4.11-left which is of the order of few cm, a mm
position resolution is required for a good imaging performance.

The ARM spectra for real data, 1.836 MeV γ-rays, is shown in Fig. 4.12.
For a realistic comparison with expectation, a more detailed analysis has to
be based on MC data, which include various detection effects to a high degree
of accuracy, is needed.

In this way it is also possible to separate the response for 2- and 3-site
events. The result of such an analysis for the energy band 0.5-10 MeVis
shown in Fig. 4.13-left; in Fig. 4.13-right MC data and experimental data
are compared for the lines: 0.662 (137Cs), 0.898 (88Y), 1.275 (22Na) and 1.836
(88Y) MeV (2-site events), and 0.898, 1.275 and 1.836 MeV (3-site events).
The experimental points have been corrected for the angular spread due to
the finite distance between the source and the detector (few meters).

The angular resolution vs. ϕ̄ is shown in Fig. 4.14, from the same data
(2- and 3-site events combined). The experimental points are compared to
the expected angular resolution (as shown in Fig. 4.10-left), showing a good
agreement. The expectation for a position resolution degraded to 2 mm is
also shown and for small ϕ̄ the overall performance would be compromised.
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Figure 4.11: Left: 3D separation between the first and the second interaction
for 1.836 MeV fully contained γ-rays. Right: Angular spread ∆ϕgeo vs. 3D
separation (Eq. 4.14) for different values of the position resolution. LXeGRIT
achieves a position resolution of 0.85 mm.

4.3.2 Source imaging ∗

∗ S. Zhang, private communication.

As already mentioned, any CT measures Etot, E1, x1, y1, z1 and x2, y2, z2 for
each γ-ray photon. Two angles (χ,ψ) on a sphere describing the direction
of the scattered γ-ray are obtained from x1, y1, z1 and x2, y2, z2, while
the Compton scatter angle ϕ̄ is calculated using Eq. 4.1. The direction
of the incoming photon is therefore located on a circle projected on the
sky. The finite angular resolution turns the ideal circle into an annulus
with a width given by the ARM distribution. The scatter direction (χ,ψ)
and the scatter angle ϕ̄ constitute a 3D data space, in which the object
density will be estimated through different kinds of demodulation techniques.
Originally (82) the event-circles were directly used to find the source position
as the region with maximum density of overlapping event-circles. Maximum
entropy (90) and maximum likelihood (38) methods were developed later and
successufully applied in analyzing COMPTEL data; different techniques, e.g.
direct demodulation (100), had been studied for processing CT data. The
most popular and better established technique is the maximum likelihood
method, and it has been applied to LXeGRIT data, as described in detail in
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Figure 4.12: ARM spectra for 1.836 MeV γ-rays (88Y source). The source was
relatively close to the detector (∼2 m), introducing a non negligible angular
spread (∼1.5 ◦to be combined in quadrature). The standard deviation has
been obtained fitting the ARM spectra with a gaussian function. Left: 3-
site events. Right: 2-site events. The dashed line indicates events with
ϕ̄ restricted to less than 70◦. This selection makes the ARM distribution
sensibly narrower, getting rid of the extended tails due to large scatter angles.
The standard deviation has been derived from this selected sample.

the following.
The imaging problem deals with the derivation of the intensity distribu-

tion of the object region from the observational data, which can be roughy
represented in a 3D binned data space as

Di =
∑

j

Rijfj +Ni (4.17)

where Di is the content of the ith bin in the data space, Rij is the probability
to detect a photon from the jth pixel in the object region in the ith bin in the
data space, fj is the intensity of the jth pixel in the object region and Ni is
the noise in the ith bin.

The probability of the observed data under a specific model which pre-
dicts the number of counts is given by the likelihood function L, defined by
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Figure 4.13: ARM spread vs. energy obtained using realistic MC data and
experimental data. The 2- and 3-site samples are shown separately. Left: MC
data; the point at 0.5 MeV in the 3-site data and the one at 10 MeV in the
2-site data have been omitted because of very little statistical significance.
Full energy containment has been imposed. Right: Experimental data: 0.662
(137Cs), 0.898 (88Y), 1.275 (22Na) and 1.836 (88Y) MeV for 2-site events, 0.898,
1.275 and 1.836 MeV for 3-site events. The corresponding MC curves have
been superimposed.

multiplying the probability of each bin

L =
∏

i

Pi (4.18)

For MeV γ-rays, the statistics in each bin is usually given as a Poisson dis-
tribution with a special treatment for empty bins (Di=0)

Pi =
ωDi

i

Di!
e−ωi for Di > 0

Pi = 1 for Di = 0, ωi = 0

Pi = 0 for Di = 0, ωi > 0 (4.19)

where ωi =
∑

j R
(3)
ij fj + bi is the expected number of counts in the ith bin (bi

is the expected background) and Pi the probability of having Di counts in
the ith bin, given ωi.
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Figure 4.14: Angular resolution vs. scatter angle for a sample of 1.836 MeV
γ-rays. Superimposed, the expected angular resolution assuming two differ-
ent values for the position resolution. 0.85 mm is the measured LXeGRIT
position resolution and agrees well with the data. A 2 mm position reso-
lution, while still in good agreement with the data for scatter angles larger
than 60◦, is clearly ruled out by the two points at 20◦and 40◦, the only ones
actually sensitive to ∆ϕgeo.

Taking the logarithm of the likelihood function, one obtains

logL =
∑

i

Di logωi −
∑

i

ωi + C (4.20)

where C = −
∑

i log (Di!) is a constant with respect to the parameters fj

and is therefore model independent and can be neglected. Maximizing now
for the intensity fj results in the following set of equations:

∑

i

Di
∂ωi

∂fj
/ωi −

∑

i

∂ωi

∂fj
= 0 (4.21)

This is the general expression for maximum likelihood in binned mode.
A different approach, i.e. maximum likelihood in list mode, is possible

when, having many parameters attached to each event or reducing the bin
size, the number of bins in the data space far exceeds the number of events
and we will have 0 or 1 photons for each bin. By getting rid of the bins
in which there are no photons, Eq. 4.21 will be dealing with photons rather
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than bins. The corresponding problem of finding the object intensity will be
handled in the so-called list mode, i.e. on a photon-by-photon basis. The
probability to detect a photon from the jth pixel of the object region in
the ith bin will turn into the probability density for the ith photon in the
data space. The list mode maximum likelihood method is very useful in
overcoming problems of storage in computer memory and in reducing the
CPU time needed for the calculation. A detailed theoretical description of
the list mode maximum likelihood technique is given in Ref. (19).

In the specific case of a CT, the equation in list mode can be derived
directly from the one in binned mode. Define the source position (χ0, ψ0) in
a 3D data space (ϕ̄, χ, ψ), where χ, ψ is some reference frame, e.g. longitude
and latitude or right ascension and declination (Ra, Dec). The instrument
response is equivalently given in a 3D data space as R(3)(χ, ψ, ϕ̄) or in a 2D
data space as R(2)(ϕ̄, ϕgeo). In the 3D data space R(3)(χ, ψ, ϕ̄|χ0, ψ0) has a
conical shape with a half-opening angle of 45◦and the vertex at the source
location (χ0, ψ0). R

(2)(ϕ̄|ϕgeo) is given by the probability of detecting ϕ̄ for
each ϕgeo. An example for LXeGRIT is shown in Fig. 4.15. The probability
distribution is, as expected, enhanced along the diagonal, i.e. for ϕ̄ = ϕgeo,
which is equivalent to having the ARM peak at 0◦.

0 50 100 150
phi_geo [o]

0

50

100

150

ph
i_

ba
r 

[o ]

0 50 100 150
phi_geo [o]

0

50

100

150

ph
i_

ba
r 

[o ]

Figure 4.15: R(2)(ϕ̄|ϕgeo) or point-spread function (PSF) for LXeGRIT, as
obtained for MC data for a Crab-like source 25◦off-axis. The PSF is given by
the probability of detecting ϕ̄ (phi bar) for each ϕgeo(phi geo). Left: 2-site
events. Right: 3-site events.
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R(3) and R(2) are connected through the relation

R(3)(χ, ψ, ϕ̄|χ0, ψ0) 2π sinϕgeodϕgeo = R(2)(ϕ̄|ϕgeo) cosψdχdψ (4.22)

Neglecting the background term, the expected number of counts in the ith

bin is now

ωi =
∑

j

R
(3)
ij fj (4.23)

The logarithm of the likelihood function 4.20 is written as

logL =
∑

i

Di log (
∑

j

R
(3)
ij fj)−

∑

i,j

R
(3)
ij fj + C (4.24)

If the bin size is reduced until each bin has at most one count, Di can only be
0 or 1. The first term in Eq. 4.24 is now the sum over events rather than bins.
Introducing an index ie to indicate events and id to indicate bins, Eq. 4.24
can be rewritten as

logL =
∑

ie

log (
∑

j

R
(3)
ie,jfj)−

∑

id,j

R
(3)
id,jfj + C (4.25)

Expressing R(2)(ϕ̄, ϕgeo) as a gaussian G(ϕ̄, Vϕ̄) for each value of ϕ̄

R(2)(ϕ̄, ϕgeo) = Iϕ̄G(ϕ̄, Vϕ̄)∆ϕgeo
(4.26)

and replacing R(3) in Eq. 4.25 according to Eq. 4.22

logL =
∑

ie

log

(

∑

j

Gie,jfj

sinϕgeo

)

+
∑

ie

log
Iϕ̄dχdψ cosψ

2π
−
∑

j

Tjfj + C

(4.27)

where Tj =
∑

idR
(3)
id,j is the sensitivity to the jth pixel in the object region and

the second term is a constant since the parameters Iϕ̄, χ, ψ do not change
for each event. Eq. 4.27 is therefore simplified as

logL =
∑

ie

log

(

∑

j

Gie,jfj

sinϕgeo

)

−
∑

j

Tjfj + C (4.28)
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which is the likelihood function in list mode.
Two different algorithms have been tried to solve the nonlinear system

of equations in 4.21. One is the Expectation Maximization (EM) or Lucy
iteration algorithm (63), (61), which iteratively estimates the density of the
whole object region until the convergence criterion is satisfied. The resulting
source image is often sharp and occupies only few pixels, but the drawback
of this algorithm is its slowness. The determination of the uncertainty on the
source intensity and the detection significance is also a difficult task using
the EM algorithm. Another possible choice to solve the system in Eq. 4.21
is the Newton-Raphson algorithm (76). Instead of simultaneously getting
the density distribution of the whole object region, it separately estimates
each pixel on the source parameters. The statistical significance is then
obtained from −2 logλ, where λ is the likelihood ratio of the two hypotheses
background only and background plus source (38); −2 logλ follows a χ2

3

distribution for an unknown point source and a χ2
1 distribution for a known

source. Using the Newton-Raphson algorithm it takes only several minutes
to obtain the source image, but the source image is relatively broad.

4.4 Examples

The Maximum Likelihood imaging techniques in list mode and binned mode
have been used 11 to produce images of calibration γ-ray sources (Sec. 4.4.1)
and celestial γ-ray sources (Sec. 4.4.2).

4.4.1 Calibration sources

Fig. 4.16 shows the energy spectrum obtained from exposing LXeGRIT to
a 2738 kBq 88Y source at a distance of 2 m, on axis, for about 90 minutes
once 3-site events have been selected. Details about spectroscopy with LX-
eGRIT can be found in Ref. (15). Before any selection, the energy spectrum
correctly shows the two 88Y lines (0.898 and 1.836 MeV) as main features,
together with a continuum which extends up to ∼3.7 MeV due to partially
absorbed γ-rays and, especially above 1.836 MeV, to pile-up of independent
γ-rays. The energy spectrum after software collimation has been superim-
posed. Here software collimation means the selection of events in the ARM

11In collaboration with S. Zhang, High Energy Astrophysics Lab, Institute of High
Energy Physics, Beijing, China.



134

peak after the imaging procedure. The continuum is greatly reduced, by a
factor of 4 at 1.5 MeVand to a negligible fraction above 2 MeV. The efficiency
for the 1.836 MeV line is about 55%, consistent with the results presented
in Sec. 4.3. The z and energy distributions for each of the three interactions
are shown in Fig. 4.17. Events are selected in the 1836 keV full energy peak
and after software collimation. The same distributions as obtained from MC
data reproducing the experimental conditions have been superimposed. The
capability to measure energy and position for each interaction in a multi-
site event is obviously a primary requirement for a CT. The shape of the
z-distributions are as expected for a source shining on top of the detector,
keeping in mind that the first scatter is most likely in the forward direction.
The final image of the source for the 1.836 MeV line is shown in Fig. 4.18,
reconstructed with a list mode Newton-Raphson algorithm. The source lo-
cation is correctly determined with an accuracy of about one pixel, i.e. 1◦.

Another example is the resolved image of two calibration sources, 60Co
(1.17 and 1.33 MeV) and 22Na (1.28 MeV), shown in Fig. 4.19. The two
sources were placed ∼1.7 m above the detector and the angular separation
between the two sources was ∼10◦. A flat diffuse background and 100% de-
tection efficiency Tj for each pixel in the object region were assumed, together
with a variance Vϕ̄=3.5◦.
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Figure 4.16: 88Y 3-site energy spectrum before and after software collimation.
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Figure 4.17: From the same 88Y data as in Fig. 4.16, multi-site events select-
ing the 1836 keV line and applying software collimation. Top: z-distribution
for the first, second and third interaction. Bottom: energy spectra for the
first, second and third interaction. Overplotted with a dashed line are Monte
Carlo data.

4.4.2 Astrophysical applications

In any realistic astrophysical application, data from a CT will be largely
dominated by background events. It has been the case for COMPTEL and
it is the case for LXeGRIT, even with an improved signal-to-noise ratio. A
large fraction of background events either is produced locally or comes from
a wrongly reconstructed time sequence (Sec. 4.2). These events cannot be
modeled by the diffuse background from the object region, since they are in-
sensitive to the specific celestial origin. The capability to properly handle the
internal background in the framework of a maximum likelihood binned mode
algorithm has been achieved by COMPTEL, which produced its standard
COMPTEL Processing and Analysis Software System (COMPASS). Since
we still do not have a reliable model for the background on an event-by-
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Figure 4.18: Maximum likelihood (list mode) image of a 88Y source 2 m
above the LXeGRIT detector.

event basis, which is needed for the list mode maximum likelihood, we used
a data filtering technique developed for COMPTEL (22). An example of such
an analysis for MC data for a Crab-like source, i.e. with power law spectrum
with index 2, combined with the measured background level in LXeGRIT at
balloon altitude (cfr. Ch. 6) is shown in Fig. 4.20. In COMPASS the back-
ground is derived from the observational data themselves by filtering out the
source signal along the ϕ̄ direction (22). The image in Fig. 4.20 would be ob-
tained by LXeGRIT within a six hour exposure to the Crab nebula assuming
the efficiency shown in Fig. 4.4. A six hour exposure is usually achievable
during a balloon flight. As discussed in Ch. 3, 6 and 7, the actual efficiency
was one order of magnitude lower.
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Figure 4.19: Maximum likelihood (list mode) resolved image of two calibra-
tion sources, 60Co and 22Na; the angular separation between the two sources
was ∼10◦.
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Figure 4.20: COMPASS image of a Crab-like source, assuming a six hour
exposure and the efficiency shown in Fig. 4.4, together with the measured
background level in LXeGRIT at balloon altitude (34).
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Chapter 5

Results from the 2000 balloon
flight

Introduction

The LXeGRIT instrument in its year 2000 flight configuration has been de-
scribed in Ch. 2 and Ch. 3. The LXeTPC was built as a laboratory pro-
totype; turning the laboratory prototype into a balloon borne instrument
has required new developments mostly in three areas: i. a cryogenics flight
system, ii. a readout electronics and data acquisition flight system and iii.
an instrumentation and control system. A parallel effort has involved mod-
ifications of the gondola and veto shield systems of the University of New
Hampshire Directional Gamma-Ray Telescope (DGT) (42), made available
for LXeGRIT. The veto shield system was used for the flight in 1999 (see
Appendix A) but was eventually removed in preparation of the flight in 2000.
The DGT gondola was extensively modified for LXeGRIT and its mass model
has been described in Sec. 3.2.1. The LXeGRIT instrument had four balloon
flights: two in 1997, one in 1999 and one in 2000. Results from the 1999
flight are given in Appendix A, while results from the 2000 flight are given
in this and in the next chapter.

5.1 The 2000 balloon flight

The most recent flight took place on Oct 4–5, 2000, from Ft. Sumner, NM
and lasted 27 hours, including ascent. Fig. 5.1 shows the altitude of the
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Figure 5.1: Top: Altitude of the balloon payload during the 2000 flight.
Bottom: Atmospheric depth.

balloon payload and the corresponding atmospheric depth, which varies be-
tween 5.7 and 3.2 g cm−2. In the 2000 flight configuration, the instrument
was sensitive in the energy range from ∼150 keV to 10 MeV. The LXeTPC
trigger rate, provided by the primary scintillation light signal (first, level
trigger, FLT ), was ∼600 Hz (Fig. 5.2). The trigger rates for each of the
four PMTs are shown separately in Fig. 5.4. This rate was nearly constant
throughout the flight, after ascent had been completed. The histograms of
the PMT trigger rate are shown in Fig. 5.3; the right panel shows the trigger
rates separately for three different periods:

1. ascent (20:00 - 21:30 UTC);

2. at float altitude with a lower threshold (22:30 - 24:15 UTC);
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Figure 5.2: PMT-OR rate vs. time.

3. at float altitude with standard settings (24:15 - 22:00 UTC).

During this period, the livetime fraction of the on-board data acquisition sys-
tem (DAQ) was ∼50% (Fig. 5.5). Since the LXeTPC itself has a deadtime of
about 50 µs / event and for a rate of 600 Hz the deadtime fraction amounts
to less than 5%, the instrument deadtime is largely determined by the DAQ.
The DAQ processor was able to handle ∼300 Hz, the rejection rate at the
second level trigger was ∼250 Hz, the rate of selected events ∼50 Hz, all of
them transmitted to ground or written to the on-board hard disks (Fig. 5.6).
The “gaps” visible in the rate vs. time plots correspond to the TPC cool-
ing periods during which the DAQ is turned off due to the increased noise
level on the anodes, while the PMTs remain operational. Three “snapshots”
of particle interactions in the LXeTPC during the 2000 balloon flight are
shown in Fig. 5.7. LXeGRIT performed flawlessly during the entire flight
and collected ∼5 106 events.

5.2 Instrumentation and control system

Apart from the trigger rates, all the housekeeping and instrument control is
handled by a designated processor part of the Instrumentation and Control
System (ICS). The control functions include setting the high voltages for
the TPC cathode, x-y wire planes and PMTs, and to operate the solenoid
valves for cooling of the detector. The corresponding commands are decoded
from the signals received by telemetry. The high voltage on the electrodes
is raised and lowered at a predetermined rate to avoid an excessive charge
build-up due to the voltage change, which could destroy the input of the
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Figure 5.3: Histograms of the first level trigger rate. Left: entire flight, as
shown in Fig. 5.2. Right: the data are subdivided in three sub-samples:
ascent (20:00 - 21:30 UTC), lower threshold (22:30 - 24:15 UTC), standard
setting (24:15 - 22:00 UTC). While the ascent sub-sample shows a high vari-
ability, ranging between ∼200 Hz and ∼2500 Hz, the other two sub-samples
are rather stable, at ∼600 Hz and ∼1400 Hz.

charge sensitive amplifiers.
Most of the LXeGRIT electronics is exposed to the environmental con-

ditions during the flight. The ambient pressure at float altitude is around
2 Torr, and the temperature varies typically between −20◦ C during day time
and −40◦ C during night time, when the payload drops to lower altitudes.
During the ascent, the payload passes through even colder regions, below
−60◦ C. The heat produced by the circuits protects them from getting too
cold during this half an hour period. Once at float altitude, the low pressure
reduces the convection cooling by roughly a factor 20. High-power circuits
might overheat, if the produced heat is not efficiently transferred to the alu-
minum structure of the payload. In addition, white panels shield the gondola
and its electronics from solar irradiation. During the flight the temperature
of many critical parts is monitored by 16 temperature sensors.

The read-out processor together with its communication module incorpo-
rate high-power integrated circuits (IC). Providing an individual heat path
for each IC would have been too difficult, therefore the processor box is her-
metically sealed and kept under pressure. The CPU and one other circuit
are responsible for most of the generated heat. Thereby they are thermally
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Figure 5.4: Trigger rate vs. time for each of the four PMTs. The rate of
PMT-1 shows few spikes, also seen in the PMT-OR rate (Fig. 5.2). PMT-4
was turned off during the period in which it shows zero rate.
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Figure 5.5: DAQ livetime fraction vs. time.
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Ft. Sumner local time = UTC − 6hLaunch: Fri May 07 13:26:54 1999 UTC

Figure 5.6: Rate vs. time of rejected events (top); rate vs. time of events
transmitted to ground or written to the on-board hard disks (bottom).
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Figure 5.7: “Snapshots” of three different events in the LXeTPC recorded
during the balloon flight in year 2000; for each of them the X-Z view and the
Y-Z view are shown. Left: a 2-site γ-ray interaction. Center: a relativistic
particle passing through the fiducial volume. Several δ-rays are visible in the
X-Z view. Right: a more complex interaction with several particles detected
in the fiducial volume. The vertex happens below the fiducial volume, i.e. at
Z< 0.

grounded to the aluminum container. A miniature fan circulates the gas
in the closed box, resulting in better heat transfer from the circuits on the
board to the outside walls of the container. Hermetic connectors bring all
the ports from the processor to the outside. A large aluminum heat sink on
the outside of the container serves to increase the convection cooling in the
thin atmosphere.

During the first flight of the new processor in 1999, the temperature in the
container stabilized at about 75◦ C. Although the processor was working well
under these conditions, it was desirable to lower the operating temperature.
For the October 2000 flight of LXeGRIT, the container was therefore filled
with one atmosphere of helium. Due to the higher speed of the He molecules,
the heat transport to the outside walls is more efficient. This resulted in a
reduction of the operating temperature by almost 10 degrees.

The data storage disks also have to be mounted in a hermetic container,
filled with air under normal atmospheric pressure. This is not only for ther-
mal considerations, but also because they require an air cushion to separate
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the writing heads from the magnetic surface during operation. Heat conduc-
tion through the mounting of the disks to their container ensured temperature
conditions well within specifications.

In addition to the 16 temperature sensors, the temperature of the liquid
Xe is also constantly measured. Because of the low temperature and of the
precision required for this measurement, a platinum resistor mounted in good
heat contact with the bottom flange of the TPC vessel is employed. Given
the relation between vapor pressure and temperature, this measurement can
be used to manually initiate cooling if the pressure transducer should fail
shutting down the automatic system (see Fig. 5.8).

The operation of a HV system is problematic at reduced air pressure.
With the reduced density, discharges are frequent at voltages completely safe
at normal air pressure. These discharges of course disappear in a good vac-
uum. The residual pressure at float altitude is about the worst condition for
voltage breakdown. The cathode voltage power supply is therefore mounted
within the envelope of the TPC cryostat which is evacuated for thermal in-
sulation of the cold detector. The vacuum in the cryostat, provided by the
cryo-pump within the LN2 dewar, is also measured by the ICS.

Whereas the applied voltage is a good measure to determine the field
distributions in the TPC, it is the current in the divider chain which tells
if all electrodes are supplied with the proper potential. Therefore also the
currents in the divider chains for the cathode and field shaping rings, and in
the x-y wire planes HV distribution are constantly measured and transfered
to ground by the ICS.

In flight, primary low-voltage (28V) electrical power was supplied by a
stack of 40 (20 in 1999) lithium batteries, rated at 30Ah each, allowing a
flight duration of about 40 hours.

5.3 In-flight coordinates

Looking for celestial sources, one needs to change from the “detector coor-
dinates”, as defined by the built-in coordinate system of the TPC, to “sky
coordinates”, e.g. right ascension and declination. One additional complica-
tion is that during the flight the gondola is continuously moving 1, including
rotational motion, with respect to the “sky coordinates” and therefore the
coordinate transformation has to be defined as a function of time. Here we

1Even for a stationary telescope, one should account for the movement of the Earth.
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LXeGRIT Balloon Flight on Oct 4−5, 2000

Figure 5.8: From top to bottom: 1. temperatures as measured by sensors
placed at three different locations (TPC preamplifier boxes, DAQ processor
and TPC electronics board); 2. air temperature - some apparently wild
variations are due to direct exposure to the Sun as the gondola rotates around
its vertical axis; 3. liquid xenon temperature - the “dips” correspond to
cooling cycles with liquid nitrogen. (October 2000).
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describe the procedure as for the flight 2000 data, but for 1999 data it would
be practically identical 2.

5.3.1 Orientation of the gondola

The direction to the geographic North pole is provided by the magnetic
North direction as measured by the magnetometer, in combination with the
local magnetic declination, defined as the angle between geographic North
and the projection of the magnetic field vector on the horizontal plane. By
convention, the magnetic declination is positive if magnetic North is East of
geographic North, and negative in the other direction:

True bearing (geogr. North) = Magnetic bearing + Magnetic declination

The magnetic declination changes along the flight path by about 3◦, and
has been computed from the NSBF GPS positions and a public database
(71) in 1/2 hour steps; this piece of information is then combined and stored
in a binary table. The orientation of the magnetometer with respect to the
gondola has been measured before the flight, using a mark indicating the
direction of geographic North in Ft. Sumner (the starting point of the 1999
and 2000 flights). The magnetometer was oriented such that the readings
were closely aligned with the φds = 0 direction pointing to geographic North
- where φds is the azimuth in the detector system - as shown in Fig. 5.9.
The magnetic North of the magnetometer should therefore only be corrected
for the difference of local magnetic declination with respect to the magnetic
declination in Ft. Sumner (bgeo = 34.49◦, lgeo = −104.22◦) of +9.35◦, which
has been subtracted in the binary table.

The calibration of the gondola scale versus the magnetometer reading
shows significant systematics of about ±4◦, which could be due to a system-
atic inaccuracy in the labeling of the angular scale on the gondola. Another
possibility to be checked is that the gondola was not hanging straight, and
we therefore introduced a parallax effect when orienting the gondola towards
the distant source. However, with a distance to the mark of at least ∼ 50 m,
this effect is expected to be <

∼ 1◦, assuming that the center of the gondola
was displaced < 1 m from the rotation axis. The inaccuracy of the manual
alignment with the North direction under windy conditions results in scatter
of each datapoint, but should not produce a systematic trend.

2This section is adapted from U. Oberlack “LXeGRIT Flight Coordinates and Trans-
formations”, 2001, LXeGRIT internal note.
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Magnetometer Calibration for Oct 4, 2000 Flight
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Figure 5.9: Calibration of the relative orientation of magnetometer and gon-
dola.
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Figure 5.10: Orientation of the detector with respect to the local horizon
system.

5.3.2 Coordinate transformations between detector sys-

tem and sky system

The following steps deal with the coordinate transformations necessary to
convert detector coordinates into sky coordinates.

1. Transformation of the detector coordinates (θds, φds) into the local hori-
zon system (θhs, φhs) : Since the vertical detector orientation in direc-
tion of the local zenith is quite stable (within ±1◦) and close to the
measurement uncertainty of the magnetometer/inclinometer, we cur-
rently neglect this small difference (compared to the angular resolu-
tion), and set θds = θhs. Thus only the azimuth angle φhs needs to
be determined, using the knowledge of the direction to the geographic
North pole η. Fig. 5.10 shows the relation between detector system and
horizon system:

φhs = 360◦ − η + φds (5.1)

A = 180◦ − φhs = [η − φds + 180◦ (+360◦)] modulo 360◦ (5.2)

Note that the classical astronomical definition of ‘Azimuth’ A has its
zero-point towards the South direction, and is oriented as a left-handed
system, i.e., S-W-N-E.3

2. Transformation from the horizon system to the fixed equatorial system,
using spherical trigonometry. Fig. 5.11 illustrates the equatorial and

3A can also be found defined with respect to North.
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Figure 5.11: Celestial Coordinates (102).

horizon coordinate systems, which can be found in an introductory
astronomy textbook, or, briefly summarized, in Zombeck (102).

cos δ sin t = cos a sinA (5.3)

cos δ cos t = sin a cos bgeo + cos a cosA sin bgeo (5.4)

sin δ = sin a sin bgeo − cos a cosA cos bgeo (5.5)

δ: Declination: angle above/below the equator.

t: Local Hour Angle, equatorial azimuth angle measured westward
(left-handed) from the South.

a: Altitude: angle above/below the local horizon. a = 90◦ − θhs

A: ‘Azimuth’: measured westward along the horizon from the South.

bgeo: Geographical latitude of the current location.

Two equations are needed for the unknown t, to cover the four quad-
rants of the equatorial plane. IDL provides a convenient function
ATAN(y, x) with two arguments for the two legs of a right angle x,
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y, computing the correct angle in ]− π, π] depending on the signs of x
and y:

t = ATAN (cos a sinA/ cos δ, (sin a cos bgeo + cos a cosA sin bgeo/ cos δ)

3. Transformation from the fixed to the co-rotating equatorial sky system
(α, δ):

α = Θ− t (5.6)

α: Right Ascension: right-handed azimuth angle in the equatorial sys-
tem counted with respect to the direction of the vernal equinox.

Θ: Local Mean Sidereal Time: hour angle of the vernal equinox, com-
puted from the local geographical longitude, date, and time during
the flight with the program ct2lst of NASA’s IDL Astrolib pro-
gram library.
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Chapter 6

Background at balloon altitude

Introduction

Since the atmosphere is opaque to MeV photons, observations of celestial
objects must be carried out at balloon altitude or in the near space, a par-
ticularly harsh radiation environment. Given the low flux from astronomical
sources in the MeV region, 1 a measurement of the background level at bal-
loon altitude is a much needed experimentum crucis for any new detector
concept. LXeGRIT collected data for studies of the background at balloon
altitude twice, in 1999 and 2000; in this chapter we focus on the flight in year
2000, while results from the 1999 balloon flight are streamlined in Appendix
A.

The measured background level, together with a description of the ex-
periment, is given in Sec. 6.1. Most of the studies available in the literature
refer to scintillator (e.g. NaI) detectors or high resolution Ge spectrometers;
two classic works are Refs. (37), (47), to which we will be referring largely
throughout the present chapter. LXeGRIT is unusual for several reasons:
the active medium is LXe which is a novel material for astrophysical appli-
cations, the LXeTPC was unshielded, which is another novelty in the field
of γ-ray astrophysics, and, rather than an integrated energy spectrum, the
LXeTPC provides a large amount of useful information (a three dimensional
picture of each interaction with a mm granularity etc.) for each event.

As a consequence, the relative weight of the background components will

1The Crab nebula, by far the brightest source and standard candle in the MeV sky,
gives a flux of ∼1.7×10−3 γ cm−2 s−1 integrated in the 1-10 MeV (94) .
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be different for LXeGRIT than, for instance, in Ref. (47); a blatant example
is offered by the so called “shield leakage and aperture flux” components,
which entirely lose their meaning for an unshielded detector as LXeGRIT.
To describe the overall background we define three components:

1. the background induced by radiation intrinsic to the detector, i.e. in-
dependent of the external radiation environment (Sec. 6.2);

2. the background due to the atmospheric γ-ray flux (Sec. 6.3);

3. the background induced by protons and neutrons, directly or through
production of secondary particles (Sec. 6.4).

The in-flight response function is described in Sec. 6.6 (Appendix 1).

6.1 Observations

The performance of LXeGRIT during the 27 hours of the balloon flight in
year 2000 has been described in Ch. 5. In the following, we focus on two
time stretches where LXeGRIT was operated in consistently stable condi-
tions. The first one (2:30 - 10:00 UTC) suffers from variation in altitude, as
shown in Fig. 5.1, due to the customary troubles encountered during night
time operations. During the second one (10:00 - 16:50 UTC), the balloon
altitude was stable with a residual atmospheric pressure of 3.2 g cm−2. The
histograms of the trigger rate is shown in Fig. 6.1, separately for the two
different periods. The trigger rate is ∼15% higher during the first period, as
expected. The rejection rates at the second level trigger are shown in Fig. 6.2
(see Sec. 6.6 (Appendix 1) and Sec. 3.3.3 for explanation).

As shown in Fig. 6.3 and Fig. 6.3, the final rate of selected γ-rays is
higher by about 10% during the first period, as expected from available
measurements and models of MeV atmospheric γ-rays (e.g. Ref. (31)). The
“gaps” visible in the rate vs. time plots correspond to the TPC cooling
periods during which the DAQ is turned off due to the increased noise level
on the anodes, while the PMTs remain operational.

The measured count rate spectra are shown in Fig. 6.5 and is discussed
in detail in the remainder of the chapter.
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Figure 6.1: Histograms of the first level trigger rate in the time stretch 2:30
- 16:50 UTC; for further analysis it has been split in two periods accordingly
to the variation in altitude.
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Figure 6.2: Rejection rate after three different selections have been applied
as second level trigger (see Sec. 6.6 (Appendix 1) for explanation). Left: a
minimum number of wire hits, to reject 1-site and low energy events. Center:
a maximum number of wire hits, to reject charged particles. Right: anode
saturation, which rejects events with energy deposition larger than ∼10 MeV,
mainly charged particles. The combined rejection rate for a maximum num-
ber of wire hits and anode saturation is about 140 Hz and is very similar
during the two periods.
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site events.
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Figure 6.5: Count rate spectra; left: 2:30 - 10:00 UTC, right: 10:00 - 16:50
UTC.

6.2 Intrinsic radiation

The energy spectrum obtained running the detector in the laboratory without
any external source is shown in Fig. 6.6, both for all interaction multiplicities
and for multi-site events only. The total rate at the first level trigger is about
250 Hz, and the total built event rate is about 40 Hz, clearly dominated by low
energy γ-rays. Two main features have been identified in the spectrum of the
internal background: a “strong” 40K line and α-emission, which is narrowly
localized in space. We discuss them in detail in the following. Several more
spectral features have been identified with a much lower intensity; because of
the very limited number of counts, even after an exposure of several hours,
these features appear like smooth “bumps” in the energy spectrum rather
than sharp peaks. They are: 0.511 MeV from positron annihilation; 1.78 MeV
from 27Al(ntherm,γ)28Al; 2.22 MeV from 1H(ntherm,γ)2D; 2.6 MeV tentatively
identified as the 2.61 MeV line from 208Tl (from 232Th). Because of their low
intensity, these features play no role in the in-flight energy spectrum. The
ambient activity most likely contributes in a significant way to the continuum
on the ground, but will be modified at balloon altitude. Therefore we neglect
the laboratory ambient activity here.
For the energy spectra in Fig. 6.6 the response function was the same as
described in Ch. 3 ; compared to the one in flight (see Sec. 6.6), it generally
gives a higher efficiency at energies below ∼1.5 MeV. When compared to the
flight results, the count spectra have been rescaled accordingly.
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6.2.1 40K

The very apparent 40K line (1.46 MeV) has been proved to be mainly due
to the potassium contained in the MACOR (machinable glass-ceramic), used
for the wire structure and anode holders and spacers. The amount of potas-
sium in the quartz windows and in the PMT windows and glass housing is
comparatively small, and its importance is further reduced by the smaller
solid angle. The total MACOR volume inside the TPC is about 236 cm3,
10% of which (fraction by volume) is K2O, about 55 g in weight. Given a
molar weight of 94.2 g, this amounts to 0.6 mol of K2O or 7.2×1023 potas-
sium atoms. Being 0.0118% the natural abundance of 40K, we expect to
have 0.85×1020 40K atoms in the fiducial volume. Considering now decay
time (1.42×109 y) and branching ratio for γ-emission (10%) of 40K, we have
about 200 decays s−1 yielding a 1.46 MeV γ-ray. The interaction rate in the
fiducial volume is then further reduced by solid angle to about 50 Hz. Given
an efficiency of about 1% (cfr. Sec. 3.3.3), the expected rate of detected
γ-rays in the full energy peak (FEP) is less than 1 Hz. A more quantitative
prediction requires a detailed Monte Carlo (MC) simulation, especially be-
cause of the extended geometry of the source.
The 40K source has been distributed following the geometry of the wire struc-
ture holder and the MC code described in Ref. (35) and in Ch. 3 has been
used and the rate has been normalized according to the numbers given above.
The expected FEP rate is ∼0.6 Hz, assuming 100% livetime fraction. The
uncertainty on such an estimate is 20%, accounting for the uncertainty in
40K total mass and distribution and the accuracy of the MC response. The
measured FEP rate is ∼0.5 Hz after correction for the livetime fraction, well
compatible with expectations. Results are shown in Fig. 6.7 for 1-site events
(∼50% of the total rate); not only is the rate correctly reproduced, but the
z distribution suggests that the 40K background is fully accounted for.
The z distribution, and more generally the spatial distribution of interactions
in the active volume, is a useful diagnostic of the source location. Barring
any anisotropy in the detection efficiency within the fiducial volume, the den-
sity of interactions will decrease exponentially with distance from the source,
with a mean free path in LXe for MeV photons of ∼5 cm (the actual value
being energy dependent). The actual situation is much more complicated
because the light trigger efficiency is strongly anisotropic (cfr. Sec. 3.3.3)
and needs to be accounted for in a MC calculation. The result of such a
calculation is shown in Fig. 6.7, compared to the actual data; the (experi-
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mental) z distribution for 1.836 MeV photons (88Y) coming from above the
TPC is also shown, to illustrate the “top-bottom” discrimination capability
of this technique.
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2000Figure 6.6: Energy spectrum of background events in LXeTPC. Left: All
multiplicities. The energy spectrum is dominated by low energy, single-site
events. The 40K line at 1.46 MeV is clearly identified. Right: 2- and 3-
site event energy spectrum for the same dataset. The 40K line is now the
dominant feature. Also visible hints of 0.511 MeV from positron annihilation;
1.78 MeV from 27Al(ntherm,γ)28Al; 2.22 MeV from 1H(ntherm,γ)2D; 2.6 MeV
tentatively identified as the 2.61 MeV line from 208Tl (from 232Th).

6.2.2 α-emission

A significant component of the intrinsic/internal background appears nar-
rowly localized (less than 3 mm spread) in the cathode region (see Fig. 6.8-
left). It has been identified as α-emission, based on:

1. its sharp localization

2. the detected rate

3. the narrowness of the line.

The narrow peak in the z distribution of single-site events by itself rules
out γ-rays, which would rather result in a spatial distribution dominated by
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Figure 6.7: MC simulation of the 40K background line, 1-site events, com-
pared to the actual data. Left: energy spectrum. Right: z distribution
of events in the 40K FEP; for the actual data, the z distribution has been
corrected for events in the continuum beneath the line by subtracting the
z-distribution obtained for events outside the FEP. The z distribution offers
an important diagnostic of the distribution of 40K in the TPC, in this case
in its lower part. The z distribution for 1.836 MeV coming from above has
superimposed for comparison (dashed line).

their attenuation length (∼4 cm for 0.5 MeV photons). Selecting a 3 mm
thick z-slice around the cathode region, it is possible to study the spectral
characteristics of this localized component with ∼15% contamination coming
from γ-rays. Doing so, a narrow line is clearly identified; it corresponds to
an equivalent energy of 400 keV, where equivalent energy means as obtained
applying the calibration from γ-sources. If the line comes from β-emission
the energy scale is appropriate, if it comes from α-emission the true energy
would be few MeV. In fact, the charge yield in LXe is different for electron
(and therefore γ-rays) and α interactions; for a drift field of 1 kV/cm as in
LXeGRIT, less than 5% of the charge from an α particle ionizing interac-
tion is eventually collected, while for electrons about 80% of the charge is
collected. The reader is referred to Ref. (4) for a detailed discussion .
We now argue that the background is most likely due to α-emission rather
than β-emission. In fact, for electrons, the light trigger efficiency would be
extremely low (about 1%) for such a low charge yield combined with a small
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Figure 6.8: Left: z-position for background single-events in the LXeTPC.
A peak at z = 7 cm, cathode location, is very prominent. Right: energy
spectrum after selecting events at the cathode location (dashed lines). A
line (otherwise invisible) is now clearly detected at 0.4 MeV (energy scale for
γ-rays). As shown in Sec. 6.2.2 this feature is due to α-emission from the
cathode.
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solid angle, due to the high z. It would require a large decay rate to build
up a detectable line. On the other hand, it is well known that, for the same
energy, the light yield is much larger for α-particles, and 0.4 MeV equiva-
lent energy means Eα larger than 5 MeV, which easily saturates the light
trigger efficiency and gives an acceptable decay rate. The detected rate is
∼2 Hz; assuming a factor of two reduction due to the emission direction of
the α-particle from the cathode, 100% efficiency for the light trigger and 10%
efficiency of the second level trigger, the decay rate would be a reasonable
∼40 Hz, to be compared to ∼4000 Hz required for a β-source.
Another signature of α-emission is the energy resolution; the line would be
too narrow for 0.4 MeV γ-rays (electrons), but it is consistent with the one
expected for α-particles, of ∼ 5% at 0.40 MeV equivalent energy once the
electronic noise has been properly subtracted. In this case the line width
is dominated by the electronic noise. A hint of the possible nature of the
source of α-emission is the feature at 2.6 MeV in the energy spectrum in
Fig. 6.8-right. If its identification as the 2.61 MeV line from 208Tl is correct,
it would point to the presence of 232Th as the source of α-emission.
In the flight data, this component of the internal background is easily iden-
tified and rejected through a fiducial volume cut.

6.2.3 In-flight 40K rate

19:00 22:00 01:00 04:00 07:00 10:00 13:00 16:00 19:00 22:00
Time of Day (UTC)

−0.02

0.00

0.02

0.04

0.06

0.08

co
un

t r
at

e 
[H

z]

0.000 0.010 0.020 0.030 0.040 0.050 0.060
count rate [Hz]

0

2

4

6

8

10

12

Figure 6.9: Left: detected 40K rate vs. time for multi-site events (flight data).
Right: corresponding histogram.
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The reduction in the in-flight 40K rate can be derived comparing the in-
flight response function and the one in Ch. 3. At the first level trigger (FLT ),
the reduction is a factor ∼2.5; at the second level trigger (SLT ), ∼2.2; the
livetime fraction was ∼50%. The expected rate R40K would thus be

R40K = 0.4 · 0.45 · 0.5 · (0.5 Hz) = 0.045 Hz

The measured rate for multi-site events is shown in Fig. 6.9; selecting multi-
site events reduces the rate by approximately a factor of 2, i.e. the measured
rate is expected to be 0.023±0.005 Hz, perfectly consistent with the labora-
tory experimental result and strengthening our confidence in the correctness
of the detector response described in Sec. 6.6 (Appendix 1).

6.3 Atmospheric γ-rays

For the atmospheric γ-ray flux, we follow the model given in Ref. (31), for an
atmospheric depth 3 g cm−2. The fluxes, in units of cm−2sec−1MeV−1, are
extrapolated in the energy range 100 keV - 15 MeV with four angular bins
for the following zenith angles:

• 0.03 E−1.61 (0◦ - 45◦)

• 0.20 E−1.48 (45◦ - 90◦)

• 0.43 E−1.34 (90◦ - 135◦)

• 0.23 E−1.51 (135◦ - 180◦)

It is worthwhile stressing that the atmospheric γ-ray flux is poorly known
and suffers from large uncertainties; as large as a factor of two on the over-
all normalization. An isotropic flux over the zenith angles from 0◦ to 90◦

following the power law 0.011 E−2.3 cm−2sec−1sterad−1MeV−1 has also been
included; it was introduced in Ref. (81) as “cosmic diffuse γ-ray” background,
but the cosmic origin has been ruled out by a more recent COMPTEL mea-
surement (57), which has eventually established the genuine cosmic diffuse
γ-ray background to be ∼10 times lower. The decision to keep it in our
model of atmospheric emission has been taken since such a component was
measured at balloon altitude, together with the atmospheric flux. It is ques-
tionable whether such a component should be included, since it may be due
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to some spurious effect. In practice this component introduces a rather neg-
ligible effect, less than 10%, compared to the atmospheric flux. It points one
more time to the poor accuracy in our knowledge of the input fluxes. Each
photon is propagated through the payload mass and, if the requirement of
at least one interaction in the TPC fiducial volume is satisfied, then energy
deposit, location and interaction mechanism are recorded for each photon
interaction. Photoabsorption is dominant at energies below 250 keV, while
Compton scattering dominates up to ∼ 6 MeV, so that in this energy band
γ-rays are mainly detected through multiple interactions. Above 6 MeV,
pair production becomes increasingly important, together with secondary
bremsstrahlung photons. From visual inspection of selected events, we ex-
pect the model to break down above ∼8 MeV because of various effects not
included in the MC simulation, of particular importance i. the interaction
is no more point-like and ii. saturation of the dynamic range of the wires
may occur. The comparison with the experimental data is eventually shown
in Fig. 6.12, where we have chosen to unfold the response function 2 in the
measured spectrum rather than to apply the response function to the MC
simulated data; this is, in part, just a matter of taste. On the other side,
it simplifies the comparison with other components (e.g. spallation back-
ground) which are not treated through a full-fledged MC simulation and it
is more interesting for future applications to show the rate which should be
expected having a fully efficient detector of the same size.

6.4 Other components

Background induced by atmospheric neutrons and protons (other compo-
nents are much less relevant, due to their negligible initial fluxes) is usually
of great concern for balloon borne γ-ray detectors (e.g. Ref. (37)); this is
not the case for LXeGRIT, as we will show in the present section and as
confirmed by the discussion of the experimental results in Sec. 6.5. The es-
timates presented here are based on some simplified analytical calculations,
combined with previous laboratory measurement available in the literature.
The option of a detailed MC simulation has been discarded on the ground
that it does not guarantee a better accuracy, given the large uncertainties on
the input fluxes and the incomplete knowledge of some of the relevant cross

2Here the response function is defined as the combination of the light trigger efficiency
and the efficiency of the on-line selections, or second level trigger.
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sections. Moreover, the effort required seemed disproportionate to the size
of the effect we had to explain.
Following the scheme introduced in Ref. (37) the sources of background are
classified as: i. elastic neutron scattering (Sec. 6.4.2); ii. inelastic neutron
scattering (Sec. 6.4.3); iii. spallation, i.e. the asymptotic level of background
after a prolonged exposure to the flux of primary and secondary cosmic rays
(Sec. 6.4.4). We neglect activation, which in Ref. (37) is defined as the
radioactivity derived from interactions involving trapped protons, for LX-
eGRIT did not pass through any radiation belt. The presence of γ-ray lines
in the in-flight energy spectrum is discussed in Sec. 6.4.5.
But before tackling this problem, we consider the background due to charged
particles directly interacting with the active LXe.

6.4.1 Charged particles

Here we consider the background due to charged particles directly entering
the fiducial volume. These particles are mainly protons 3, which are detected
in LXeGRIT through their interactions directly ionizing LXe.
For a detector the size of LXeGRIT, the expected rate due to charged parti-
cles, both primary and secondary cosmic rays, is a few hundred Hz. A more
precise estimate of the expected charged particle rate is beyond the scope of
this work and requires a model of primary and secondary cosmic ray fluxes
to be propagated through the LXeGRIT mass model. Passive materials sur-
rounding the TPC attenuate charged particles up to hundred MeV 4, and
cosmic rays may pass the sensitive volume only peripherally, depositing cor-
respondingly low amounts of energy. Moreover, since the LXeTPC is 7 cm
thick, the angular dependence of the proton flux is in principle important.
In any case, we reject a large fraction of this component at the second level
trigger, because high energy particles would produce extended tracks in the
LXeTPC thus exceeding the upper threshold to the number of wire hits;
events resulting in an energy deposition larger than ∼10 MeV would also
saturate the dynamic range of the anodes and therefore would be rejected
on-line. From a visual scan of data recorded without any selections at the
second level trigger, we can infer that charged particles make about 2/3 of the
total in-flight rate or about 400 Hz. Events not rejected on-line are rejected

3See for example the recent measurement reported in Ref. (2).
4The range of a 100 MeV proton is about 5 cm in LXe, 3 cm in Al and 1.5 cm in Fe.
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with an efficiency very close to one by applying off-line selections on the an-
ode waveform and on the fiducial volume. To conclude, when measuring the
γ-ray background, the contamination due to charged particles is reduced to
a truly negligible level. We can use this measurement to constrain the proton
and, as we will see in Sec. 6.4.2, neutron fluxes in LXeGRIT, which is a nec-
essary input in order to estimate the contribution to the γ-ray background
due to elastic neutron scattering (Sec. 6.4.2)and spallation (Sec. 6.4.4). Un-
der the reasonable assumption that all the protons which deposit more than
10 MeV in LXe trigger the TPC (light trigger), the measured trigger rate
of ∼400 Hz immediately gives a fair estimate of the integrated 5 flux in the
fiducial volume. To obtain an order of magnitude estimate, we can consider
the area through which protons can enter the active volume - including the
collection region which is relevant at the light trigger level - to be

Atop + Abottom + Asides = (400 + 400 + 4 · 200) cm2 = 1600 cm2

Assuming an isotropic proton flux, the energy integrated flux will be∼0.25 pro-
tons cm−2 s−1, rather compatible with the one in Ref. (47) . This is a sheer
coincidence, since there is reason to expect the two fluxes to be identical a
priori. In fact, following Ref. (64) the proton flux in the detector is equiv-
alent to the proton flux measured in the atmosphere at a depth equal to
the depth of the atmosphere above the instrument plus the equivalent depth
of the passive materials. For LXeGRIT, the passive materials surround the
LXeTPC in a fashion which is anything but homogeneous and the LXeTPC
itself is thick; the measured rate of charged particles suggests the total effec-
tive atmospheric depth, once averaged over the entire detector, to be ∼35 g
cm−2, as in Ref. (47). This is quite reasonable, since it would correspond
to about 12 cm of Al or 5 cm of stainless steel or 17 cm of LXe or some
combination of the three.
The flux relevant to the final γ-ray rate due to spallation will be larger, since
it has to include atmospheric neutrons. Also the area over which the flux
has to be integrated will be larger, including some of the passive materials.

5Integrated above some broad lower energy threshold: between 10 and 100 MeV, a
proton would easily be stopped in the passive materials sorrounding the LXeTPC. The
actual energy threshold will depend on the amount of passive materials each single proton
has to pass through, which in turn depends on the angular dependence in the proton flux.
Therefore, the lower energy threshold will be described by some rather broad distribution.
Luckily enough the proton flux is expected to be quite negligible below 10 MeV and even
considering zero efficiency below 50 MeV has no major impact on the final numbers.
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On the other side, spallation induced γ-rays which originate far outside the
fiducial volume will have a lesser impact, because of the reduced solid angle
to hit the LXeTPC and absorption in the passive materials which shield the
TPC.

6.4.2 Elastic Neutron Scattering

The background induced by elastic neutron scattering (n, n′) is negligible
in the energy range from 0.5 to 10 MeV, and it becomes sizeable only below
150 keV, which is the LXeTPC lower energy threshold. In clarifying this point
we follow Refs. (37), (47).The fraction of energy lost in an elastic scattering
on a nucleus of atomic weight A is:

En − En′

En
=

2A(1− cos θ)

(1 + A)2
(6.1)

where En and En′ are the energies of the neutron before and after the
interaction in the reference frame where the nucleus is at rest and θ is the
scatter angle in the center-of-mass frame. The fraction of energy lost is
maximum for θ = 180◦ and, for LXe (AXe = 131.3)

(

En

En′

)

max

= 0.03

In LXe only a small fraction of the ionization charge produced by α particles
or heavier ions or, as in this case, the recoiling Xe atom, is finally collected
(see e.g. Ref. (4)). Assuming that only 5% of initial charge contributes to
the ionization signal, the maximum detected 6 energy will be

(Edetected)max = 1.5× 10−3 En

Therefore, in order to be detected above the 150 keV energy threshold, the
minimum energy of the incoming neutron has to ∼100 MeV.
Following the suggestion in Ref. (47) we adopt the description of the shape
of the neutron spectrum as in Rossi (79), i.e.

j(n)(En, x) =
Ax

(50 + En)2
e−x/L

6According to the energy calibration obtained for γ-rays; here the same charge yield
as for α-particles is assumed, but a large uncertainty of at least a factor of 2 should be
included.
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in units of neutrons cm−2 s−1 MeV−1, where En is the energy of the neutron
(MeV), x the interaction depth in the atmosphere (g cm−2), A is a constant
to be determined and L the collision mean free path in atmosphere (the nu-
clear collision length is 60.2 g cm−2). In the present case, x has to account for
the residual atmosphere as well as for the passive materials surrounding the
LXeTPC. A detailed calculation carefully describing the actual mass model
has not be performed. It can be avoided since the neutron flux can be nor-
malized starting from the proton flux (see again Rossi (79)); it is shown in
Ref. (47) that the proton and neutron fluxes are very similar above 100 MeV
for x∼35 g cm−2.
We now introduce the rate of charged particles measured in LXeGRIT (400 Hz
over an area of 1600 cm2, see Sec. 6.4.1) as an estimate of the rate of neutrons
integrated over the LXeTPC sensitive volume for En larger than 100 MeV
i.e.

1600× j(n)(En ≥ 100 MeV) =

∫ Emax

100

C

(50 + En)2
dEn = 400 s−1 cm−2

and use it to estimate the normalization of the neutron flux: C = 37.5 cm−2

s−1 MeV. Therefore, the resulting flux is

j(n)(En) =
37.5

(50 + En)2
s−1 cm−2 MeV−1

Since we are interested in giving an upper limit to the background from neu-
tron elastic interactions, we assume that all the neutrons scatter at θ=180◦

(maximum energy loss) with a cross section of σel=0.5 barns 7. The rate per
unit of (detected) energy per cm3 of LXe is

R(E = En · 1.5× 10−3) =
ρNA

AXe
σel[j

(n)(En)] (6.2)

=
3.06× 6.02× 1023

131.3
0.5× 10−24 · 37.5

(50 + En)2

=
0.26

(50 + En)2
counts s−1 MeV−1

It is shown in Fig. 6.10 as function of detected energy and integrated over 2.4 l
active volume; integrated over energy it gives a total rate of ∼4 Hz, which

7It was impossible to find in the literature σel for Xe for En above 50 MeV; extrapolating
from lower energies, σel=0.5 barns looks conservatively large.
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constitutes an upper limit and does not include any detection inefficiency.
Since it is negligible, it is not considered in the following.
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Figure 6.10: Rate of elastic neutron scattering in the LXeTPC as a function
of detected energy.

6.4.3 Inelastic neutron scattering

A nucleus may be put into an excited state through an inelastic interaction
with a fast neutron, and return to the ground state through γ emission
(n, n′γ). The critical energy Ec is related to the difference between the two
nuclear levels ∆E as

Ec =
mn +M

M
∆E (6.3)

A calculation of the resulting γ emission would require a detailed knowledge
of the cross sections and energy levels for the relevant Xe isotopes and the
passive materials in proximity of the TPC, which is not readily available.

Xe is generally seen as a material with a good radiation hardness, even if
few experimental works to study the inelastic neutron scattering on Xe are
reported in the literature without providing a great deal of information (e.g.
Ref. (58)). Of interest to us is the experimental attempt to determine the
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influence of an intense neutron flux on a high pressure (HP) Xe spectrom-
eter, reported in Ref. (93); this work compares the behavior of HPXe and
NaI(Tl) spectrometers under the same experimental conditions, bolstering
the credibility of the measurement and allowing an easy comparison to NaI
detectors operated at balloon altitude. The relative increase in count rate
in the HPXe spectrometer is lower than the one in the NaI spectrometer at
every time after irradiation, especially above 0.5 MeV. The two most promi-
nent features detected in the HPXe spectrometer after irradiation were two
γ-ray lines: 164 keV from 131mXe with an half life of 11.9 days and 236 keV
129mXe with an half life of 8.9 days. Due to their low energy and long half life,
these two lines are not expected to produce a sizeable background fraction in
LXeGRIT during a 27 hrs balloon flight and are neglected in the following.

6.4.4 Spallation

Differently from Ref. (37) and following Ref. (47) we consider protons and
neutrons together as sources of spallation. In Sec. 6.4.1 the proton flux,
integrated over proton energies larger than 100 MeV, was estimated to be
0.25 protons s−1 cm−2. The neutron flux above 100 MeV should be compa-
rable (see Sec. 6.4.2). At lower energy, the neutron flux can be calculated
as a continuation of the flux at 100 MeV. From Refs. (47), (16) the neutron
flux in the 1-100 MeV range can be described by two separate power laws,
0.26 E−1.3 neutrons s−1 cm−2 MeV−1 in the 1-10 MeV and 0.06 E−0.65 neu-
trons s−1 cm−2 MeV−1 in the 10-100 MeV. Integrated, they give 3.9 10−2

neutrons s−1 cm−2 in the 1-10 MeV and 5.8 10−2 neutrons s−1 cm−2 in the
10-100 MeV, which combined give ∼0.1 neutrons s−1 cm−2. In the following
we will consider a nucleon flux Fn of 0.6 nucleons s−1 cm−2. In order to
estimate the resulting γ-ray spectrum, we follow the approach described in
Ref. (37); the spallation spectrum measured for CsI following irradiation at
accelerator facilities is scaled with density and atomic mass of liquid xenon
and passive materials. CsI was irradiated with 155 MeV protons; compar-
isons with similar measurements have shown that the energy of the incident
protons appears to introduce only a second order effect. The extension of
the approach described in Ref. (37) to energies below 100 MeV, while more
uncertain, should have a minor impact due to energy spectrum of the input
fluxes.

The spectrum due to spallation in CsI one hour after cessation of the
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irradiation is

g(E)CsI = 8.79× 10−7e−(E/0.620) − 9.68× 10−7e−(E/0.338) (6.4)

in units of counts s−1MeV−1cm−3 per nucleon. To convert g(E)CsI to that of
liquid xenon one can use a simple formula where g(E)LXe = Kg(E)CsI, with

KXe =
ACsI

AXe

ρLXe

ρCsI

=
132.9

131.3

3.06

4.53
= 0.69

We also consider the stainless steel used for the vacuum vessel, the cryostat
and the spacers as a source of background from spallation; the conversion
factor for stainless steel will be

KSS =
132.9

55.4

7.8

4.53
= 4.31

In the present situation, the background comes from bombardment due
to a constant flux Fn of nucleons, apart for crossing the Pfotzer maximum
during ascent. Under constant bombardment, the spallation background is
supposed to build up until it reaches its asymptotic level, on a time scale
>105 s ((37)), much longer than the duration of the balloon flight. On the
other side, after passing through the Pfotzer maximum, part of the spallation
spectrum is expected to die away. The rate detected in LXeGRIT is stable,
and variations can be explained correcting for the known dependence on
altitude of the atmospheric γ-ray flux. To follow the time behavior of the
spallation background is basically impossible and rather useless for it does not
appear in the detected rate. We therefore assume that we can apply Eq. 6.4 as
if the spallation background had reached a steady state situation; in steady
state conditions under constant bombardment we can use an asymptotic
formula derived again in Ref. (37)

S(E, asymp) = 3.03× 104 Fn (KXeg(E)CsI +KSSg(E)CsI)

in units of counts cm−3 s−1 MeV−1, where Fn is in cm−2 s−1.
After having introduced the known flux Fn, it now needs to be integrated
over the volume, i.e.

SV (E, asymp) = 1.82× 104 · g(E)CsI · (KXe · VXe +KSS · VSS)

in units of counts s−1 MeV−1. The active volume and the passive materials
have to be considered separately, since the flux of γ-rays generated within
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the passive materials is reduced by solid angle and more passive materials
between the interaction site and the detector. The active volume is 2,400 cm3;
passive Xe fills about 5,500 cm3, and we estimate that about 1/3 of the γ-rays
reaches the active volume; for the stainless steel, we have about 20,000 cm3,
and we estimate that less than 1/20, on average, of the γ-rays reaches the
active volume. Therefore,

SV (E, asymp) = 1.82× 104g(E)CsI[0.69× (2400 + 1800) + 4.31× 103]

= 1.3× 108g(E)CsI counts s−1 MeV−1

and eventually

SV (E, asymp) = 1.1×102e−(E/0.620)−1.3×102e−(E/0.338) counts s−1 MeV−1

SV (E, asymp) is shown in Fig. 6.12-left. The integrated rate is ∼23 counts
s−1, i.e. 5 times larger than the upper limit on the interaction rate due to
elastic neutron scattering (Sec. 7.4.2).

A signature for an excess of localized β-decays, which account for a size-
able fraction of the spallation background (e.g. Ref. (47)), should be an
excess in the 1-site event rate spectrum compared to the multi-site one. This
is not the case in LXeGRIT, where the total rate and the rate in multi-site
events (Fig. 6.5) is compatible with 100% γ-ray interactions and no β-decay,
at least above 0.5 MeV; below that energy, too few multi-site events are
expected to make this argument meaningful.

6.4.5 γ-ray lines

γ-ray lines in the in-flight energy spectrum are better looked for in the data
sample taken with a lower PMT threshold, for the efficiency below ∼1 MeV
would be much larger. Above ∼ 0.6 MeV the detection efficiency is further
enhanced by selecting multi-site events; this effect is even more pronounced
due to selections at the second level trigger (see Sec. 6.6). Lines are usually
detected as by-products of hadronic interactions both in the active and pas-
sive materials. The energy spectrum is shown in Fig. 6.11. Apart for the
0.511 MeV positron annihilation line, which is visible in Fig. 6.5, two more
lines are clearly detected: the 40K line at 1.46 MeV clearly detected in labo-
ratory experiments and fully accounted for in Sec. 6.2, and a second line at
∼0.84 MeV. We interpret the line as due to γ-rays from 56Mn, which emits
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at 0.847 MeV with an half-life of 2.5 hrs. 56Mn comes from 56Fe through the
reaction

56Fe + n →56 Mn + p

56Fe is abundant (70%) in the stainless steel which surrounds the LXeTPC;
especially the stainless steel spacers inside the vacuum vessel are likely sources
of this line because of their proximity to the active volume. Even a rough
estimate of the expected rate is problematic, because the period we are con-
sidering comes less than 2 hrs after passing through the Pfotzer maximum
and the rate is not expected to be stable. We can venture an order of mag-
nitude estimate: the cross section is ∼0.1 barns 8 and we assume a flux of
1 neutrons cm−2 s−1, which should be an average between the flux at stable
altitude and the one during ascent. The production rate for 56Mn would
therefore be ∼8 10−3 Hz per cm3 of 56Fe. Assuming now that the relevant
56Fe is distributed in a layer 1.8 cm 9 thick surrounding the LXeTPC, we
would have 1.8×1600 cm3 of 56Fe. Given a 104 s irradiation, we would have
2.3 105 56Mn nuclei; we also assume that 50% of them will decay over the
∼6 103 s of our measurement, which would give ∼18 Hz. The number of
γ-rays eventually hitting the fiducial volume would be lower by at least a
factor of 2, because they need to be emitted toward the fiducial volume; our
order of magnitude estimate is therefore ∼10 Hz, which is an intensity ∼25%
of the 40K line. In Sec. 6.2.1 we estimated the rate of 40K γ-rays in the active
LXe to be ∼70 Hz, which implies the 56Mn line rate to be ∼20 Hz. This rate
is too high compared to our previous estimate, but within reason.

The clear detection of this line helps setting an upper limit to the lines lost
in the continuum. Depending on the line energy, a reasonable upper limit on
undetected lines is ∼10 Hz, before including any detection inefficiency. Given
a geometrical area of ∼400 cm2, a γ-ray line from a celestial object would give
a similar rate for a flux of 0.025 cm−2 s−1; excluding the 0.511 MeV line, the
strongest nuclear line of interest is 1.809 MeV form 26Al, which gives a flux of
few 10−4 photons cm−2 s−1, i.e. ∼1% of our upper limit on background lines.
The signal-to-noise ratio can be greatly 10 enhanced exploiting the Compton
imaging capability of LXeGRIT rather than using it as a mere spectrometer.
For sake of comparison, typical event rates in COMPTEL from individual

8http://www.nndc.bnl.gov/
91.8 cm is approximately the radiation length in 56Fe.

10For example, the procedure of software collimation applied to the 88Y 1.8 MeV line,
as shown in Fig. 4.16, improves the signal-to-noise ratio by a factor of ∼5.



174

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
energy [MeV]

0

50

100

150

200

250

0.4 0.6 0.8 1.0 1.2 1.4 1.6
energy [MeV]

−30

−20

−10

0

10

20

30

re
si

du
al

s

Figure 6.11: Energy spectrum (0-3 MeV) for multi-site events in the time
period 22:30 - 24:15 UTC, with a lower energy threshold for the PMT trig-
ger. Left: The energy spectrum and its residuals after subtraction of the
continuum in the 0.55-2.8 MeV energy range. Two lines are clearly identi-
fied: the 40K line at 1.46 MeV (see Sec. 6.2), and a second line at ∼0.84 MeV,
interpreted as due to γ-rays from 56Mn. Right: residuals in the 0.55-1.5 MeV
energy range, after subtraction of the continuum and of the two lines.

background isotopes are ∼0.1 Hz after standard imaging selections, with a
signal-to-noise ratio of ∼1% for astrophysical γ-ray lines (see Ref. (96)).

Table 6.1 summarizes the cross section for capture of thermal neutrons
on the nine stable isotopes in natural Xe. Only two isotopes (129Xe, 131Xe)
have significant cross sections for neutron capture. The non detection of a
0.668 MeV from capture of thermal neutrons on 131Xe provides a limit on the
flux of thermal neutrons in the LXeTPC. Assuming again that detectability
for a line requires 50% of the counts under the 56Mn peak, an upper limit
of 10 Hz of 0.668 MeV photons in LXe can be set. Therefore we can set an
upper limit on the flux of thermal neutrons Fth.n

10 Hz

2400 cm3
=

ρNA

AXe
σcapture Fth.n 0.21232 = 0.357 Fth.n

and Fth.n < 0.01 neutrons cm−2 s−1.
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isotope atomic mass % nat. abundance n capture γ-ray
σ [barns] energy [MeV]

124Xe 123.9061 0.095 – –
126Xe 125.9042 0.089 – –
128Xe 127.9035 1.910 – –
129Xe 128.9048 26.40 20 0.536
130Xe 129.9035 4.071 – –
131Xe 130.9051 21.232 120 0.668
132Xe 131.9042 26.909 – –
134Xe 133.9054 10.436 – –
136Xe 135.9072 8.857 – –

Table 6.1: Stable isotopes in natural Xe (adapted from
http://www.nndc.bnl.gov/).

6.5 Discussion

Fig. 6.12 graphically summarizes the outcome of this work: the measured in-
flight background is well explained combining i. the atmospheric γ-ray flux
which is by far the most important component, ii. the spallation background
discussed in Sec. 6.4.4 and iii. the internal background independently mea-
sured in the laboratory. Fig. 6.12-right shows a discrepancy always within a
factor of two in the 0.4-8 MeV band, i.e. within the estimated uncertainty on
the model which is essentially reflecting the uncertainty on the input fluxes
11. It has been proved that a LXe detector at balloon altitude does not suffer
any major problem due to activation. The γ-ray lines detected in the en-
ergy spectrum (40K and 56Mn) should be removed through a careful choice
of the construction materials. We were able to set an upper limit on the
undetected lines, which shows a favorable signal-to-noise ratio compared to
the COMPTEL satellite mission. The low level of background coming from
passive materials surrounding the LXeTPC is most likely due to the com-
pact structure of the detector. Given a detector the size of LXeGRIT with
an energy threshold as low as 150 keV and no external shielding, the γ-ray
rate at balloon altitude is as high as few kHz. Such a high rate imposes
strict requirements on the detector design. In its present configuration, the

11The intrinsic background, where no external input flux is needed, is accurate to about
10%.
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Figure 6.12: Left: The measured in-flight energy spectrum after unfolding the
detector response function. It is compared to our expectation which includes
i. the atmospheric γ-ray flux, ii. the spallation background (Sec. 6.4.4) and
iii. a 40K line (Sec. 6.2.1). Right: Fractional discrepancy between our expec-
tation, excluding the 40K line, and the measured in-flight energy spectrum.
The error bar shows the estimated uncertainty on the model, 50%.

in-flight performance of LXeGRIT is mainly limited by the modest speed of
the DAQ system, which in turn imposes a low detection efficiency. The atmo-
spheric γ-ray flux is, in principle, easily shielded. It is anyway a well known
problem with external shields that the shields themselves become sources of
background when irradiated. For future developments, it looks preferable to
keep the LXeTPC “naked” with a largely improved DAQ performance and
selectivity at the trigger level.

6.6 Appendix 1: In-flight response function

The ”response function” and how it is derived is described in Ch. 3. In the
following I discuss the impact of the first level trigger (FLT ) and second level
trigger (SLT ) in the specific flight conditions (year 2000).
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FLT

The response function in flight configuration has been assessed through sev-
eral laboratory measurements, according to the procedure described in Ref. (35)
and Ch. 3. It is anyway possible, and advisable, to derive the response func-
tion from the flight data themselves. In fact, the impact of the FLT can
be studied selecting a tiny sample of events with a false trigger. The z dis-
tribution of 1-site events is shown in Fig. 6.13-left; for each event, the z
position is measured as the time elapsed between the fast PMT signal and
the detection of the drifting charge on the wires. The physical volume of the
LXeTPC is between 0 and 7 cm; events with z >7 cm, which is unphysical,
are due to a false trigger which compromises the correct determination of the
z position. From the point of view of the light trigger, such events require:

1. a false trigger;

2. the event itself must not cause a trigger, otherwise the event would
have been rejected as pile-up.

Since 1-site events have been selected, their definition is complete. Obviously
all the events with z >7 cm are due to a false trigger, but a certain fraction
of such events will also have z <7 cm, because z is essentially a random
number. The energy spectra for events with z >7 cm and z <7 cm are
shown in Fig. 6.13-right; events due to a false trigger show a softer energy
spectrum, as expected. We now define g(E) as the ratio of events with z
between 0 and 6.24 cm over events with z between 7 and 7.8 cm, vs. energy.
In terms of fraction of false triggers (αfalse) and efficiency of the FLT (ε), it
is written as

g(E) = N
ε+ αfalse − 2εαfalse

αfalse · (1− ε)
(6.5)

where N is a normalization factor. The result is shown in Fig. 6.14: on the
left, the efficiency as measured in the laboratory (see Ch. 3 for a description
of the procedure) up to 2 MeV and extrapolated to 10 MeV; on the right, a
comparison between the expected g(E) for such an efficiency and for αfalse =
1%, and the experimental result. The agreement is fairly good and nicely
confirms the laboratory measurement, even if above 3 MeV the significance
of the comparison is hampered by the low statistics.
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Figure 6.13: Left: z distribution for 1-site events. Right: energy spectra for
events with z <6.24 cm (continuous line) and events with z between 7 and
7.8 cm (dotted line).

SLT

Here we apply the same procedure as in Ch. 3, i.e., given a sample of events
where no SLT selections have been applied on-line, the same selections are
applied off-line so that their efficiency is immediately known. The final results
are shown in Figs. 6.15 and 6.16.

In Fig. 6.2, the rejection rates for both γ and non-γ events are shown,
while Figs. 6.15, 6.16 describe the efficiency for γ events, i.e. mainly the
requirement of a minimum number of wire hits, while the selections on a
maximum number of wire hits and anode saturation essentially reject charged
particle events.

6.7 Appendix 2: Angular dependence of the

atmospheric γ-ray flux

Only few measurements of the angular distribution of atmospheric γ-rays ex-
ist (cfr. Ref. (31) and references therein); within the conceivable experimental
accuracy, the flux depends only on the zenith angle and possesses azimuthal
symmetry. A new measurement has been obtained using the LXeGRIT 2000
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Figure 6.14: Left: The FLT efficiency, as derived from laboratory measure-
ments in the 0-2 MeV energy band and extrapolated up to 10 MeV. Right:
The experimental points are just the ratio of events in the physical volume
over events apparently outside the physical volume, within the same energy
bin. g(E) (Eq. 6.5) uses the efficiency ε as shown on the left; αfalse, the
fraction of false triggers at the FLT, is assumed to be 1%.

data; as it has been shown, most of the detected γ-ray background is ex-
plained in terms of atmospheric γ-rays. Therefore, the measurement of the
angular distribution of the detected background translates into a measure-
ment of the angular distribution of atmospheric γ-rays.

A sample of 3-site events was selected, applying the following further
requirements:

1. forward scattered (less than 30◦) γ-rays, as derived from the Compton
formula;

2. a 3D separation between the second and third interaction of less than
1 cm;

3. a minimum separation between the first and the second interaction of
1 cm.

A schematic of the measurement is shown in Fig. 6.17-left; χ, the angle
from the vertical (the z-axis in the LXeTPC), is our estimate of the zenith
angle for each γ-ray. Forward scattered γ-rays are needed because the scatter
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Figure 6.15: Efficiency of the second level trigger (SLT). Left: energy spec-
tra combining all multiplicities, before (all events, solid line) and after SLT
(dashed line). Right: ratio of the two energy spectra, which gives the SLT
efficiency vs. energy.

angle essentially gives the uncertainty on the measured zenith angle. The
specific value of 30◦was chosen as a good compromise between accuracy and
statistics. The distributions of the scatter angle ϕ for the selected events,
and of the uncertainty on the measured zenith angle (its standard deviation
for each event, i.e. 2ϕ/

√
12) after selecting ϕ <30◦, is shown in Fig. 6.17-

right. The interactions were sequenced as explained in Sec. 4.2; selection 2 is
powerful in obtaining a clean sample of correctly sequenced Compton events.
The requirement of a minimum separation was imposed mainly to improve
the angular accuracy.

The measured angular distribution is shown in Fig. 6.18, compared to the
result in Ref. (80) and the model in Ref. (31); events in the energy band 1.5-
10 MeV have been selected. To obtain the angular distribution as in Fig. 6.18,
an overall normalization has been applied, so that the flux integrated over
zenith angle would give back the flux measured in Sec. 6.5. The main un-
certainty comes from the passive materials, since their distribution varies
with the zenith angle. The correction to the measured angular distribution
has been calculated using the LXeGRIT MC simulation; the uncertainty so
introduced is small for χ between 0◦and 100◦, but becomes the dominant
uncertainty for χ >100◦, where the gondola itself is in the field of view.
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Figure 6.16: Efficiency of the second level trigger for different multiplicities.
Left: 1-site events; right: multi-site events.

The energy spectrum for the selected events is shown in Fig. 6.19, com-
pared to the overall energy spectrum; less than 5% of the total events are
eventually selected for this measurement. It is clear that the various se-
lections introduce a significant distortion in the energy distribution; in the
1-10 MeV energy band, energy and zenith angle are expected to be only
loosely correlated. The collected statistics is unfortunately too poor to ob-
tain a measurement resolved simultaneously in energy and zenith angle.
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Chapter 7

Sensitivity to astronomical
γ-ray sources

7.1 Sensitivity

The minimum sensitivity, fn, of an instrument is expressed as the minimum
flux which can be detected, and is based on the statistical variation, or num-
ber of standard deviations n, of the measured counts, i.e. the combination of
signal (S) and background (B) counts. Assuming S and B to obey Poisson
statistics, the minimum detectable flux - which may depend on energy (E)
and direction (θ, φ) - will be

fn(E, θ, φ) =
n
√
S +B

Aeff tobs
(7.1)

where Aeff is the effective area, which depends E and (θ, φ), and tobs is the
effective observation time. For a source detected with a significance of n
standard deviations, S = fn Aeff tobs, which gives

fn =
n2

2X

[

1 +

√

1 +
4fbX

n2

]

(7.2)
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where X = Aeff tobs is the effective exposure and fb = B/X defines an
“equivalent background flux”. In the usual case 1 of dominating background,
Eq. 7.2 reduces to

fn ≈ n

√

fb

X
(7.4)

If the signal is searched for in a given energy window ∆E and angular reso-
lution element ∆Ω

B = tobs

∫

∆E

dE

∫

∆Ω

dΩ
dfb(E, θ, φ)

dEdθdφ
Aeff(E, θ, φ) (7.5)

Assuming a smooth variation of dfb(E, θ, φ)/dEdθdφ and Aeff(E, θ, φ) in the
intervals ∆E, ∆Ω

fn = n

√

∆E ∆Ω
dfb(Ē, θ̄, φ̄)

dEdθdφ

1

X(Ē, θ̄, φ̄)
(7.6)

where Ē, θ̄ and φ̄ are the central values of the intervals ∆E, ∆θ and ∆φ.
Energy and angular resolution can reduce ∆E and ∆Ω to narrow windows
around the signal region, thus improving the instrument sensitivity; a funda-
mental limit is anyway posed by the intrinsic source properties, i.e. narrow or
broad energy lines, or even a continuous energy spectrum, and point sources
vs. extended emission. For example, no useful “narrow window” ∆E can be
defined for a continuous energy spectrum. Discrete energy lines generated by
the instrumental background quite often mask genuine source lines, greatly
weakening the effectiveness of background reduction techniques based on high
energy resolution alone 2. For this reason, it is important to minimize the
internal background (both lines and continuum) with a careful design of the

1In the ideal case of negligible background which can be realized only with strong
γ-sources in the laboratory, Eq. 7.2 would simply reduce to

fn =
n2

X
(7.3)

2This is not intended to diminish the key role of energy resolution in γ-ray astrophysics;
important properties such as line profile can be studied only with a high energy resolution
instrument, and energy resolution directly affects angular resolution as discussed in Ch. 4.
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instrument and choice of the materials, before relying on other background
reduction techniques.

Fig. 7.1 illustrates the dependence of sensitivity on effective exposure
X (top panel) for an instrument with an equivalent background flux of
10−6 ph cm−2 s−1, and equivalent background flux fb (bottom panel) for
an instrument with an effective exposure of 2 × 109 cm2 s (e.g., 106 s ob-
serving time with ∼ 2000 cm2 effective area) and indicates the level which
have been explored by current instruments. The figure does not include
the cosmic diffuse γ-ray background, which contributes at a level of (5 ×
10−3 cm−2 s−1 sr−1 MeV−1) × ∆Ω × ∆E (at 1 MeV). This is negligible for
narrow-line and point sources, but not for diffuse broad-line and continuum
emission at energies below 0.5 MeV.

COMPTEL, which is the most sensitive CT to date, achieved a maximum
effective exposure of ∼7×107 cm2 s at 1.8 MeV toward the Galactic Center,
with an effective observing time of 0.5 yr (out of 5 yr of operation). The
corresponding 3σ line sensitivity was ∼1.5 10−5 γ cm−2 s. Using Eq. 7.4,
this can be easily translated into an equivalent background flux fb

fb = X

(

f3

3

)2

= 1.75× 10−3 ph cm−2 s−1

COMPTEL suffered from two main shortcomings: a tiny effective area (∼5 cm2

after data cuts) and a large internal background. It is therefore clear that the
two critical parameters to improve a CT’s sensitivity well beyond COMP-
TEL’s achievement will be: i. a large effective area and ii. a low background
level.

7.2 In-flight performance

7.2.1 Effective area

It has been shown in Ch. 3 and Ch. 4 that the LXeGRIT effective area can
be calculated with good precision; in general, a full-fledged MC simulation is
needed and MC generated data should be used up to the point of producing
source images, i.e. the end point of the data analysis. The effective area for
imaging events, as measured in the laboratory (cfr. Table 3.1 and efficiency
for the sequencing and imaging process in Ch. 4), is ∼1 cm2 at 1 MeV and
∼3 cm2 at 2 MeV, including all the actual inefficiencies. It is not a “hard
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number”, for it heavily depends on the source rate which eventually dictates
the efficiency at the trigger level 3. Under flight conditions the detection
efficiency was further reduced (Ch. 6 - Appendix 1); given a Crab-like source
(see next) the integrated effective area in the 0.5-10 MeV was ∼2 cm2, with
an uncertainty of about 30%. �

7.2.2 Background

The background at balloon altitude in LXeGRIT as an omnidirectional de-
tector has been discussed in great detail in Ch. 6; it is not the relevant back-
ground for LXeGRIT in CT mode. The background for Compton imaging
is derived using the standard COMPTEL Processing and Analysis Software
System (COMPASS), where the background is derived from the observa-
tional data themselves (Ref. (22)). Assuming an empty field (a fairly good
assumption, see next) the fluctuations in the maximum likelihood map give
the background level, i.e.

√
background = σml. Experimentally, σml ∼ 25,

for an effective area of ∼2 cm2 and tobs ∼ 2 × 104 s, i.e. an exposure
X = Aeff tobs ∼ 4× 104 cm2 s. Thus,

fb =
B

X
=

625

4× 104 cm2 s
= 1.6× 10−2 ph cm−2 s−1

integrated over energy up to 10 MeV4. �

The zenith distance of known celestial γ-ray sources during flight is shown
in Fig. 7.2. The brightest persistent source in the MeV sky is the Crab
Nebula/Pulsar; during the balloon flight in year 2000, it was in the LXeGRIT
field of view - defined within an angular distance of 45◦ - for about 6 hours,
from 7:00 to 15:30 GMT. The Crab flux in the 1-10 MeV energy band is
∼1.7 × 10−3 γ cm−2 s−1 (94). Given an effective exposure X = 4×104 cm2 s,
∼50 events in our data would be useful for imaging the Crab, which would
correspond to a 2σ detection.

Multi-site events recorded during this exposure have been reconstructed
and sequenced with the same algorithm tested on calibration data. Prelim-
inary studies based on the COMPASS software package show that a ∼2σ

3Provided a DAQ not deadtime limited at several hundred Hz, the effective area could
be as high as ∼15 cm2 at 1 MeV and ∼20 cm2 at 2 MeV.

4For sake of comparison, COMPTEL’s fb = 1.75× 10−3 ph cm−2 s−1 is restricted to a
200 keV energy window around 1.8 MeV.
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Figure 7.2: Known celestial γ-ray sources in the LXeGRIT field of view
during the 2000 flight.

detection is at reach, as shown in the maximum likelihood maps of the Crab
region in Fig. 7.3. The visible excess clearly shows an offset of 6◦-10◦with
respect to the nominal Crab position. This offset can be explained with a
systematic error in the orientation of the instrument, e.g. in the magne-
tometer calibration or in its orientation with respect to the gondola. It is
unfortunately very difficult to independently test this explanation. For such
a low significance detection, the uncertainty on the source localization is also
at the level of a few degrees.

A 2σ detection of the Crab translates into a 3 σ sensitivity for a min-
imum flux of 2.4×10−3 γ cm−2 s−1, given an exposure of 2×104 s and an
effective area of ∼2 cm2. Such a sensitivity falls well above the sensitivity
originally expected for the LXeGRIT prototype and - as explained in Ch. 3
- is decisively limited by the shortcomings of the DAQ system.
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Figure 7.3: Images of the Crab region (LXeGRIT 2000); the nominal Crab
position is marked with a star. Top: 2-site events. Bottom: 3-site events.
These images have been obtained in collaboration with S. Zhang, High En-
ergy Astrophysics Lab, Institute of High Energy Physics, Beijing, China.
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Chapter 8

Future developments: Compton
scattered considerations

Introduction

The Gamma Ray Astronomy Working Group (49) “recommended” a sensi-
tivity of ∼10−7 γ cm−2 s to narrow lines and ∼10−6 γ cm−2 to broad lines for
the next Compton telescope, or Advanced Compton Telescope (ACT). The
multi-year sensitivity of COMPTEL is worse by 2-3 orders of magnitude, and
COMPTEL is the most sensitive Compton telescope to date. COMPTEL
achieved a maximum effective exposure of ∼7×107 cm2 s at 1.8 MeV toward
the Galactic Center, with an effective observing time of 0.5 yr (out of 5 yr
of operation). The corresponding 3σ line sensitivity was ∼1.5×10−5 γ cm−2

s. Given the two simple definitions

sensitivity ∝
√

background

exposure

exposure = tobs × (geometrical area)× (efficiency)

together with the large tobs = 0.5 yr and the already large geometrical area of
COMPTEL (∼4×103 cm2), it is clear that a future Compton telescope will
have to a) greatly reduce the background level and b) increase the efficiency
above the few 10−4 of COMPTEL (see Ref. (96) and Sec. 7.1).

In the present chapter I will present some possible steps toward an ACT
in the tradition of the LXeGRIT-Columbia: a breakthrough in exploiting the
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copious scintillation light from liquid xenon, including time-of-flight (ToF)
capability, and the renewed proposal of an EXPLORER class mission, with
a long duration balloon (LDB) as launch vehicle.

8.1 Scientific objectives for an Advanced

Compton Telescope

The scientific objectives of an ACT and the related instrument requirements
have been the focus of a recent proposal (25), and are here summarized in
Fig. 8.1 and Table 8.1. The three main science topics are: γ-ray line emis-
sion from supernovae, γ-ray line emission from galactic and Local Group
supernova remnants (from long-lived radionuclides as 44Ti, 26Al and 60Fe),
and diffuse line emission from interstellar radionuclides in the Galaxy. Ad-
ditional objectives include classical novae, black holes and AGN, pulsars,
neutron stars, and the extra-galactic diffuse γ-ray background. The study of
γ-ray line emission from supernovae - in particular - is expected to lead to
breakthroughs in the understanding of the explosion mechanisms and expan-
sion dynamics of supernovae. The goal of detecting 5 Type Ia supernovae
per year with a significance of ∼15σ 1 has been set for the proposed ACT.
Such a high significance should allow to clearly distinguish among different
models. About 50 Type Ia supernovae per year will be detected with less
significance. Since γ-ray lines from Type Ia supernovae (56Ni and 56Co) are
expected to be Doppler broadened, with typical widths of 3-4%, an excel-
lent sensitivity to broad lines will be needed, as indicated in Table 8.1. A
large field-of-view is also needed, in order to be able to observe most of the
sky often, and therefore to measure each supernova many times and many
supernovae simultaneously.

8.2 The LXeGRIT heritage

Despite relying on a somewhat exotic technology, LXeGRIT has advanced
to the point of being the ripest among several detector concepts in the post-
COMPTEL era. The LXeGRIT prototype has given definite proof that a
monolithic, fine grained detector can be made to work as a Compton tele-
scope. Its energy resolution, spatial resolution, efficiency, time stability and

1For the 0.847 MeV 56Co line.
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Figure 8.1: ACT science requirements (red lines), from Ref. (25). The ACT
is expected to achieve an improvement in γ-ray line sensitivity of two orders
of magnitude over COMPTEL and INTEGRAL.

imaging performance have been fully calibrated in the laboratory.
LXeGRIT has been tested at balloon altitude, most recently in Oct. 2000.
Important milestones have been reached: measurement of the background at
balloon altitude, which turns out to be well described by the atmospheric
γ-ray flux, and its zenith dependence; detection, albeit weak, of the Crab in
the 1-10 MeV energy band, the first since COMPTEL results (94). The de-
velopment of the LXeGRIT instrument is now at the same performance level
as pre-COMPTEL balloon instruments when they were considered ready to
be turned into a major satellite mission (82).

The main limitation, intrinsic to LXe as a detection medium, is the energy
resolution which is not going to be better than 5% FWHM at 1 MeV and
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Table 8.1: ACT science and instrument requirements. Adapted from
Ref. (25).

1. ACT Science Requirements:

Energy range 0.2 - 30 MeV

Energy resolution 10 keV (FWHM) at 1 MeV

Angular resolution 1◦

Field-of-view 4 sr

Source localization 5’ bright sources

Line sensitivity 1×10−7 γ cm−2 s−1 in 106 s (narrow)
5×10−7 γ cm−2 s−1 (broad)

Continuum sensitivity 1×10−5 γ cm−2 s−1MeV−1 at 0.5 MeV

2. ACT Instrument Requirements:

Effective area 1000 - 3000 cm2

Position resolution 1 mm (3D)

Energy Resolution 1% (0.5 - 20 MeV)

cannot compete with a Ge spectrometer 2. A second limitation, severe for the
LXeGRIT prototype but to be overcome in a future development, came from
the limited speed of the data acquisition and the trigger system. It reduced
the in-flight detection efficiency by about a factor of ten. Efforts to improve
the performance of the light trigger system are described in the following.
The specifications of the LXeGRIT instrument are gathered in Table 8.2,
which should be compared to Table 1.3. Reducing the amount of passive
materials in front of the LXeTPC, an effective area as big as ∼10% of the
geometrical area would be obtainable, and therefore a large area LXeTPC
(1×1 m2, i.e. ∼25 modules of the size of the LXeGRIT TPC) could achieve
the effective area required for the ACT concept.

2Very recent developments have shown that the energy resolution in LXe improves
significantly combining the charge and light signals. An energy resolution better than 3%
FWHM at 1 MeV has been measured and further improvements are still possible (E. Aprile,
private communication).
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Table 8.2: Specifications of the LXeGRIT instrument. a assuming the mea-
sured background at balloon altitude and the instrument not deadtime lim-
ited.

1. Detector:

a. Detector type: LXeTPC

b. Geometric arrangement 1 detector module: 7 cm deep
total geometric area 350 cm2

c. Effective area for γ-rays: 10 - 20 cm2

(if not deadtime limited)

d. Energy range 0.5 - 10 MeV

e. Energy resolution 10% (FWHM) at 1 MeV

f. Angular resolution 3◦- 5◦(FWHM)

g. Field-of-view π sr

h. Accuracy on Source Position better than 1◦

2. Experimental Sensitivitya:

Telescope Observations of a Point Source

1) Minimum source detectability (3 σ) 2×10−4 γ cm−2 s−1

Crab-like source 1-10 MeV and 2-week observation

2) Line sensitivity (3 σ) - 2-week observation 6×10−5 γ cm−2 s−1 at 1 MeV

3. Miscellaneous Instrument Specifications:

a. Weight 190 kg

b. Dimensions 0.48 m × 0.36 m diameter

c. Power 450 W

d. Telemetry Rate 500 kbps

e. Payload Weight - 1999 1100 kg

f. Payload Weight - 2000 960 kg
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8.3 Developments in photodetection

The wavelength of LXe scintillation light is in the VUV (174 nm) which
makes it difficult to detect it efficiently. Coupling photodetectors to the liq-
uid via UV transmitting windows, as is currently done in LXeGRIT, results
in severe light losses due to total internal reflection. When considering a
scaled-up detector, the large number of windows needed to effectively cover
a large liquid volume will require a much thicker vessel to keep the strength.
The only adequate solution seems to be the use of photodetectors placed in
the liquid. The design of a compact photo-multiplier tube (PMT) by Hama-
matsu Photonics (R6041-06), specifically for the use in LXe, was initiated a
few years ago, with development funds provided by our Waseda University
collaborators. The metal channel PMT can withstand up to 5 atm overpres-
sure and the low temperature of LXe (∼165 K). It is 2 inch in diameter,
with a total length of only 36 mm, equipped with a UV-quartz window. The
R6041-06 PMT was successfully used by our group in small test set ups. Its
operation in LXe and the impact of the base and cables on the liquid purity
were systematically studied with measurements of charge and light response
(13). About 600 PMTs of the same type are being used by the MEG collab-
oration 3. The PMT characteristics have been improved since the original
design. The sensitivity is now maximum at the wavelength of Xe scintilla-
tion.
Another recent development is the Hamamatsu R8520 PMT, with a total
area of 25.7×25.7 mm2 and a square shape. This last characteristic allow the
PMTs to be easily tiled, giving a very uniform light collection.
Apart for the specific PMT of choice, at least three issues come to mind
which will be relevant to a large scale detector where as many as few hun-
dreds PMTs may be immersed in LXe: the high-voltage (HV) to reduce the
power consumption, a suitable calibration system and a new design for a
trigger/data-acquisition system fully integrating light and charge read-out.
The standard HV divider provided with the PMT uses about 100 mW. This
power is mostly dissipated in the resistors of the divider since the current
has to be large compared to the current of the last dynode, and this cur-
rent is used at the maximum voltage on the cathode. The divider should
be replaced with a Cockcroft Walton generator, in the same way most HV
power supplies are constructed. The intermediate voltages for the dynodes

3See http://meg.web.psi.ch/
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are derived from taps in the Cockcroft Walton multiplier chain. Each cur-
rent is now consumed at its specific voltage. The total power consumption
can be reduced well below 1 mW/PMT, meeting the requirements of a bal-
loon/satellite experiment.
The second issue relates to the gain equalization of a large number of PMTs,
which is important for total energy calibration. A dedicated system based
on blue light emitting diodes should be developed.
To be read-out, each PMT will be connected to a charge sensitive amplifier
which derives a fast logic signal for triggering and an analog signal for en-
ergy measurement. The trigger signals have to be passed through a majority
coincidence unit requiring at least 2 or 3 simultaneous signals in order to
eliminate the remaining thermal noise of the PMTs. The trigger signal will
start the charge read-out and serve as a time zero for the event. The system
will add the analog signals which will be passed through a single channel an-
alyzer (SCA) with variable thresholds. Similar to a second level trigger, the
upper and lower thresholds of the SCA define an energy window of interest,
and all events outside the window can be rejected.

8.4 Time of flight

All the photodetectors discussed in the previous section share a good timing
capability. In fact, the MEG experiment itself specifically requires it. The
time resolution improves with the number of photoelectrons (p.e.), roughly
as 1/

√

Np.e. and the MEG collaboration has shown that a time resolution
of ∼0.3 ns is obtained for ∼500 p.e.. It is therefore crucial to maximize
the light collection, i.e. to keep the distance between an interaction in the
fiducial volume and the closest photodetector as small as possible.
In a Compton telescope fast timing capability is very attractive because of the
possibility to apply ToF in sequencing Compton interactions, which would
be helpful in - at least - two respects :

2. As shown by COMPTEL, ToF is powerful in rejecting background,
once its direction is well separate from the direction of the signal (e.g.
upward going signal and downward going background or vice versa).

2. In LXeGRIT the efficiency for Compton imaging steeply declines for
γ-ray energies larger than 3 MeV. This happens because the right inter-
action sequence is searched for based on Compton kinematics; in a com-
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Figure 8.2: Left: backward and forward peaks in the ToF distribution as-
suming 0.3 ns time resolution and 30 cm (continuous line) and 60 cm (dot-
ted line) separation between the detectors. Right: ToF distribution where
a “parabolic” continuum has been introduced, assuming a forward-over-
backward ratio of 0.25; time resolution of 0.3 ns (continuous line) and 0.5 ns
(dotted line).

pact device, based on a high Z, high density material like LXe, above
3 MeV an overwhelming fraction of events will contain pair production
interactions and bremsstrahlung photons, which spoil the application
of such kinematic methods. Sequencing by ToF would overcome this
limitation and recover a good detection efficiency up to 20-30 MeV.

Despite its good historical record, the idea of a ToF measurement in a Comp-
ton telescope swims against the tide, since nowadays no other proposed con-
cept foresees such a capability. It should be clear that our proposal does not
mean going back to a plain COMPTEL-type instrument. ToF requires two
separate modules, like COMPTEL, but the idea is that each module should
be a stand-alone LXeGRIT-type Compton telescope.
Given a sub-millimeter position resolution as in LXeGRIT, the two modules
do not need to be kept far apart to preserve a good angular resolution, which
in the end increases the acceptance for scattered γ-rays and improves the
detection efficiency. Fig. 8.2-left shows the backward and forward peaks in
the ToF distribution assuming 0.3 ns time resolution, a 50×50 cm2 area for
each of the two modules, 5 cm maximum distance between an interaction
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the closest photodetector, 30 cm (continuous line) and 60 cm (dotted line)
separation between the two modules. The two peaks have almost no overlap
even assuming a separation of 30 cm. The assumption of two identical mod-
ules is unrealistic but conservative, since the upper module would be thinner
and more easily optimized for light detection.
If the 3D-location is then reconstructed with a sub-millimeter accuracy, as
allowed by the TPC readout, the width of the ToF backward and forward
peaks can be reduced to the intrinsic time resolution of the photodetectors.
This would allow to largely reduce the background due to ToF continuum, i.e.
events neither in the backward nor in the forward peak (e.g. the COMPTEL
ToF distribution as in Ref. (96)), which requires not only a good up-down
separation, but also a good accuracy on the ToF. An example is shown in
Fig. 8.2-right, where a “parabolic” continuum has been introduced, assum-
ing a forward-over-backward ratio of 0.25, 60 cm separation between the two
modules and a time resolution of 0.3 ns (continuous line) and 0.5 ns (dotted
line).
Even if still very speculative, this short paragraph shows that the possibility
of a ToF measurement in a next generation Compton telescope should be
taken seriously.

8.5 LArγE?

Liquid argon (LAr) is a viable alternative to LXe, still in the framework of
the TPC approach. A LAr γ-ray experiment (LArγE) would have several
advantages over LXeGRIT: the intrinsic energy resolution is better in LAr
than in LXe (3), LAr is easier to purify than LXe, a LAr is a “popular” active
medium for TPC’s and a TPC with a 50 l fiducial volume has been built and
successfully operated (17), LAr is orders of magnitude cheaper than LXe.
LXe has a large cross-section for photoelectric absorption due to ZXe = 54,
exceeding the Compton cross-section below 300 keV. It has a density of
∼3 g/cc and an attenuation length well below 1 cm for photon energies
of 200 keV or less, so that many interactions are too close to be spatially
resolved. On the other side, ZAr = 18 and its density is ∼1.4 g/cc; therefore,
for the same initial energy, the multiplicity will be on average higher in
LAr. This is both an advantage and a disadvantage of LAr vs. LXe. An
extremely compact and efficient Compton telescope may be built out of LXe
and a compact detector is superior a priori when it comes to photodetection,
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because it makes possible to minimize the distance between the interaction
point and the photodetector. At this point only a more detailed comparison,
based on fully realistic detector concepts, will settle the dispute between LAr
and LXe.

8.6 LDB mission

Given the experience gained with the LXeGRIT prototype and the planned
developments, it is our opinion that a full-fledged EXPLORER class mission
capable of scientific return would be a very useful intermediate step toward
the longed for ACT.
The possibility of such a mission was already studied to a detailed extent
and proposed during the last UNEX competition, with the XENA concept
(7). It was based on two large area (2500 cm2) LXeTPCs in coincidence but
without ToF capability. The instrument characteristics and performance are
summarized in Table 1, while the sensitivity and exposure map for such a
mission are shown in Figs. 8.3 and 8.4. The in-flight experience with LX-
eGRIT confirms the soundness of the mission concept. The 3σ sensitivity of
LXeGRIT to a Crab-like source has been estimated to be about 1.5 Crab 4

with 6 hr effective observing time. With a geometrical area 6.25 times larger,
a foreseen improvement of ∼10 in the efficiency due to a new light-trigger
system and ∼84 hr effective observing time, the 3σ sensitivity should reach
0.05 Crab. This is a conservative estimate because the impact of an added
ToF capability still needs to be assessed and has not been included. At that
level of sensitivity interesting scientific results are expected. Furthermore,
recent RHESSI results (e.g. (30) and (89)) also show that MeV γ-ray astron-
omy may offer exciting results well before reaching the ACT “recommended”
sensitivity.
Together with its expected scientific return, a mission like the one proposed
here would also be useful for testing diverse experimental ideas, getting rid
of the bad ones and helping the good ones to coalesce.

4The integrated 1-10 MeV flux from the Crab is 1.38×10−3 cm−2 s−1 (94).
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Table 8.3: XENA instrument characteristics and performance. From Ref. (7).
Instrument Characteristics

Energy range (Compton imaging) 0.3 - 10 MeV

Energy resolution (1 σ) 2.5% (E/1MeV)1/2

Position resolution (1 σ) 1 mm (3 dimensions)
Angular resolution (1 σ) 0.4◦ - 2.4◦(mode 1 events)
FOV (FWHM) 3 sr

Effective area 185 cm2 @ 1MeV
220 cm2 @ 2MeV

Sensitivity (3 σ, tobs = 4× 105 s)
Narrow line (1.17/1.33/1.81 MeV) (9/8/6)×10−6 γcm−2s−1

Continuum (1 - 10) MeV 5× 10−5 γcm−2s−1 MeV−1

Compton Telescope Configuration

Imaging technique LXeTPC
Upper LXeTPC assembly 4 modules, 25 cm × 25 cm
Lower LXeTPC assembly 4 towers of 4 modules

(25 cm × 25 cm / module)
Total geometrical area 2500 cm2

Separation 10 cm
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203

 
XENA Exposure Plot

0306090120150
180

210240270300330

−60

−30

0

30

60

0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00 1.10
0

1

Exposure [cm2 s]   x 108
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Chapter 9

Conclusions

The LXeTPC approach to an innovative Compton telescope has been pursued
for several years at Columbia. When I started working on this project - it was
Spring ’99 - the LXeGRIT instrument was ready for its 1999 balloon flight.
The LXeTPC remained unchanged during the following years, and has been
described in Chapter 2. The detailed calibration of the LXeGRIT, both as
an imaging calorimeter (Chapter 2) and as a Compton telescope (Chapter 4),
was mainly achieved in the years 1999, 2000 and 2001. A large amount of
work was devoted to modeling the efficiency of the instrument, as described
in Chapter 3.

In the meantime, LXeGRIT had its 2000 balloon flight. The instrument
itself was modified building upon the “mixed” 1999 experience (Appendix
A): the massive shields surrounding the LXeTPC, which had a troublesome
behavior in 1999, were entirely removed; the DAQ was optimized to the
point where the main bottleneck, i.e. the read-out of the digital electronics
by the DAQ processor, could not be significantly improved any further; the
settings of the trigger system were properly tuned to maximize the overall
detection efficiency. The 2000 balloon flight provided a wealth of data, which
allowed to study the background at balloon altitude (Chapter 6), a “classic”
measurement for instruments in MeV γ-ray astrophysics, and to assess the
sensitivity to celestial sources (Chapter 7).

In this way, the first, fundamental phase of detector prototyping has
been successfully completed. Among several results, I would like to high-
light that: i. it has been experimentally proved that an effective area of
∼0.1×(geometrical area) for a Compton telescope is not just reverie and
ii. a favorably low background level at balloon altitude has been measured,
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establishing the LXe technology as a main competitor for the still-to-come
advanced Compton telescope (ACT).

This process has been fertile soil for new ideas (Chapter 8), among them
to combine, in the same detector, a time of flight measurement and fine
granularity, but the LXeGRIT prototyping phase has also taught us that the
devil often lurks in the details. A new mission on a long duration balloon
has been proposed as a bridge to the final ACT. Such a mission promises
a valuable scientific return and would be invaluable in facing the still many
open technical questions.
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Appendix A

Results from the 1999 balloon
flight

A.1 LXeGRIT gondola and veto shield

system

A simplified block diagram of the LXeGRIT flight system in the 1999 balloon
flight is shown in Fig. A.1; a schematic of the LXeGRIT instrument assembled
on the balloon gondola is shown in Fig. A.2, again in its 1999 configuration.
The instrument in its 2000 configuration has been described in great detail
in Ch. 2 and Ch. 3, the main difference, compared to the 1999 configuration,
being the removal of the side and bottom shields. The LXeGRIT balloon
gondola was assembled starting from the existing gondola of the University of
New Hampshire Directional Gamma-Ray Telescope (DGT) (42), which was
extensively modified. To reduce the charged particle and γ-ray background
rate at balloon altitude, it was first decided to use the available veto shield
systems of the DGT to cover the LXeTPC as much as possible. The detector
intrinsic 3D event imaging capability allows an effective identification and
rejection of single interaction events and charged particles in the off line
analysis. However, the decision to use an active shield was motivated by
the desire to reduce the overall data rate to be transmitted via telemetry to
ground. The shield configuration used for the LXeGRIT balloon flights is
shown in Fig. A.3. The back shield consists of six 10×10×41 cm3 bars of
NaI(Tl) with PMTs at one end, covering an area of about 2730 cm2. The
side shield consists of six units, each composed of small chunks of NaI(Tl),
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immersed in liquid scintillator (NE235), sealed in an aluminum container.
Each unit is viewed by two PMTs coupled directly to the NE235 mineral oil.
The units are of three different shapes, but they all have a thickness of about
10 cm and a height of 25 cm, limiting the TPC field-of-view (FoV) to about
45◦. The packing fraction of NaI in the side shields is about 75%. The total
mass of the shield system, including the support structures electronics and
cables, is about 270 kg. The energy threshold of the side shields, which have
poor energy resolution, was adjusted to match the rate in the NaI back shields
with a threshold around 0.3 MeV. The original DGT shield electronics and
control logic was used. The individual shield rates together with the attitude
information from the magnetometers and inclinometers were down-linked to
ground through a separate telemetry channel. A plastic scintillator counter
of 1.2 cm thickness and an area of 1600 cm2 was added to veto the charged
particles entering the TPC from the top. It is mounted directly on top of the
TPC cryostat and is viewed by one PMT in the center. Its signal is measured
by one channel of the DGT shields electronics. The logical OR of the signals
from all the shield sections, including the plastic, is fed into the LXeGRIT
Trigger Electronics System, to veto the LXeTPC light trigger signal.

The count rate in the veto shield system during the 1999 flight is presented
in the next session; the overall impact of the veto counters was difficult
to evaluate a posteriori, and it was questionable whether they helped in
reducing the background rate or they were themselves an important source
of background, as it is often the case in MeV γ-ray astronomy. As already
written, the veto shield system was entirely removed for the 2000 flight.

A.2 Instrument performance during the 1999

flight

LXeGRIT was launched from the National Scientific Balloon Facility (NSBF)
in Ft. Sumner, NM, on May 7, 1999 at 7:26:54 local time (13:26:54 UT), using
a 28 million cubic feet balloon (Fig. A.4). It reached float altitude after about
2.5 hours, and remained there for 7 hours, before flight termination due to
wind conditions. During the entire flight including ascent, a total of ∼ 3×105

events were collected. The main goal of the flight was a measurement of the
background rate in LXeGRIT and to verify the background discrimination
capability of the LXeTPC.
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Figure A.4: The LXeGRIT gondola on the launch pad at the National Scien-
tific Balloon Facility (NSBF) in Ft. Sumner, NM, on May 7, 1999 at 7:26:54
local time (13:26:54 UT).
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Figure A.5: Top: altitude of the balloon payload during the May 1999 flight.
Bottom: veto rate from all the shields combined (logical OR). The maximum
rate is reached at 14:20 UTC, when the payload passes through the Pfotzer
maximum. The data are clearly noisy, due to the malfunctioning of some of
the veto counters (see Fig. A.6). The rate gradually increases with time; it
may be an indicator of activation of NaI.

Fig. A.5 shows the altitude of the payload during the flight and the veto
rate from all the shields combined (logical OR). The atmospheric depth varied
between 3.7 and 5.2 g/cm2. LXeGRIT performed well during the flight: the
LXeTPC and its high voltage and cryogenics systems, the electronics and
data acquisition systems worked in the near space environment as they did
in the laboratory. A few problems were encountered with some of the side
shield units. The loss of telemetry contact with the ICS for a major part
of the flight did not impact the science data. The payload was recovered in
good conditions, with mechanical damages to the magnetometers and three
side shield units.

The rate on all the shield units, shown in Fig. A.6, gradually increases
with time. This effect is apparently consistent with activation of NaI, and
with the build-up of radioactive nuclei such as 24Na with a half-life of 15 h.
In addition, three sections of the side shields showed excessive rates at float
altitude, which required to raise their thresholds. This rendered a large
part of the side shield essentially passive below several 100 keV, such that a
significant number of low-energy γ-rays may have leaked into the LXeTPC
without veto. Also shown in the same Fig. A.6, is the rate measured in the
plastic scintillation counter above the LXeTPC.
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Figure A.7: Different event types are easily recognized by their signature
on the sensing wires, as shown in these images projected in the x, z-plane.
Single- (top left panel) and 3-site (top right panel) γ-events, a track due to a
high-energy cosmic ray crossing the TPC from top to bottom (bottom left),
and a more complex event topology involving inelastic scattering (bottom
right). From Ref. (9).
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The 2D display of four different events recorded during the flight is shown
in Fig. A.7, which confirms that the LXeTPC worked very well at balloon
altitude maintaining its excellent imaging capability.

A.3 Results

The PMT trigger (logical OR of the four PMTs) rate is shown in Fig. A.8-
top. The rate was extremely high, ∼20 kHz (during the year 2000 flight the
rate was less than 1 kHz); the ABORT rate (center) was high as well, and
the trigger rate after ABORT rate was ∼4 kHz (bottom). As explained in
Sec. 3.4, such a high rate greatly reduces the livetime of the detector. Due
to an error in the DAQ software, the livetime fraction was not automatically
measured at the level of the DAQ processor and it is not precisely known;
this makes a quantitative analysis of the flight data extremely difficult. The
trigger rate as shown in Fig. A.8 has to be taken cum grano salis; the trigger
counts are often correlated in time, as it would be the case for a train of
noise pulses. Therefore it is believed that the high trigger rate is in part due
to spurious triggers. The impact of the shields is hard to quantify, because
their lower energy threshold is not known with any acceptable precision; most
likely, the shields led to an increase in the final rate, rather than reducing it.

In 1999 the lower threshold at the first trigger level was set such to have
a large efficiency (∼50%) down to few hundreds keV, which also contributed
to produce a high trigger rate.

The final rate of selected γ-rays is shown in Fig. A.9, which should be
compared to Fig. 6.3. The most striking difference is the much higher -
a factor of about ten - rate for multi-site (i.e. Compton imaging) events
obtained in 2000 (see Ch. 6). The rate of selected events is also rather
unstable, due to frequent changes in the settings of the first and second level
trigger.

The count rate spectra for 1-site and multi-site events are shown sepa-
rately in Fig. A.10, and are directly comparable to the ones in Fig. 6.5 for
the 2000 experiment.

To proceed toward a more refined analysis, similar to the one performed
for the 2000 balloon flight data and described in the next chapter, is ex-
tremely difficult if not downright impossible. The main obstacles are: i. the
livetime fraction is not well determined; ii. the lower energy threshold of
the shields, and more generally the shields’ response (e.g. spatial inhomo-
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geneities), is also not well determined; iii. the response of the LXeTPC is not
well modeled as for the configuration in the 2000 experiment; iv. the many
different settings of the first and second level trigger are difficult to follow.

It is anyway fair to say that the performance of LXeGRIT instrument
greatly improved in year 2000, compared to 1999.

The feature at ∼1.5 MeV in the multi-site energy spectrum (Fig. A.10-
right) is due to internal background (40K), as explained in Sec. 7.2.
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Figure A.8: Top: PMT trigger rate. Sudden changes in the trigger rate
are due to different settings of the first level trigger. Center: ABORT rate.
Bottom: trigger rate after ABORT (∼4 kHz).
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Figure A.9: Rate vs. time of accepted events, after the entire analysis proce-
dure has been completed; continuous line: 1-site events, dotted line: multi-
site events.
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V. Di Gesù, et al. , Plenum Press, New York, 55

[91] Timmes, F. X. et al. 1995 ApJ, 449, 204

[92] Timmes, F. X., Woosley, S. E., Hoffman, R. D. & Hartmann, D. H. 1996
ApJ, 464, 332

[93] Ulin, S. E., et al. 1997 Vol. 3114 of Proc. of SPIE, 499

[94] van der Meulen, R.D., et al. 1998 A&A, 330, 321

[95] Vogel, P., Devoe, R., Conti, E. et al. 2002 in: Technique and Application
of Xenon Detectors, eds. Y. Suzuki et al., World Scientific, 179

[96] Weidenspointner, G., et al. 2001 A&A, 368, 347

[97] Woosley, S. E. & Weaver, T. A. 1995 ApJS, 101, 181

[98] Xu, F. 1998 Ph.D. Dissertation Thesis, Columbia University

[99] Yashino, Y. et al. 1976 Phys. Rev. A, 14, 438

[100] Zhang, S., Li, T. P. & Wu, M. 1998 A&A, 340, 62

[101] Zoglauer, A. & Kanbach, G. 2003 Vol. 4851 of Proc. of SPIE, 1302

[102] Zombeck, M. V. Handbook of Space Astronomy and Astrophysics, 2nd
ed. (Cambridge University Press, Cambridge, UK, 1990)


